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Abstract

In MANETs (Mobile Ad Hoc Networks) communication at the mobile nodes can be achieved by using multihop wireless 
links. The architecture of such network is based not on a centralized base station but on each node which acts as a router and 
forwards data packets to other nodes in the network. The aim of each protocol, in an ad-hoc network, is to find valid routes 
between two communicating nodes. These protocols must be able to handle high mobility of the nodes which often cause 
changes in the network topology. This paper evaluates four ad-hoc network protocols (AODV, DSDV, DSR and TORA) in 
different network scales taking into consideration the mobility factor. The evaluation of these four protocols was carried out 
using Network Simulator-2 (ns2), and the poor performance of TORA may be attributed to its implementation in this pack-
age. Therefore further investigation of TORA implementation in ns2 needs to be carried out.
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Wireless Networks
Wireless systems, both mobile and fixed, have become an indispen-
sable part of communication infrastructure. Their applications range 
from simple wireless low data rate transmitting sensors to high data 
rate real-time systems such as those used for monitoring large retail 
outlets or real-time broadcasting of sport events. The existing wire-
less technology is based on point-to-point technology. An example 
is GSM system with an architecture that is based on mobile nodes 
communicating directly with central access points. Sometimes there 
are networks which cannot rely on the centralized connectivity such 
as Mobile Ad-Hoc Networks (MANET). MANET is a wireless net-
work having mobile nodes with no fixed infrastructure. These kinds 
of networks are used in areas such as environmental monitoring or 
in rescue operations. The main limitation of ad-hoc systems is the 
availability of power. In addition to running the onboard electron-
ics, power consumption is governed by the number of processes and 
overheads required to maintain connectivity. 

A number of protocols have been developed for non-central-
ised networks, e.g. Temporally Order Routing Algorithm (TORA) 
[1] TORA is a protocol for multi-hop networks. The choice of a 
route in a multi-hop network influences the performance of the 
network, measured in terms of power consumption. There are 
some protocols that strive for energy efficient routing such as 
DSR (Dynamic Source Routing [2], AODV (Ad-Hoc On Demand 
Routing) [3] and DSDV (Destination-Sequenced Distance Vector)
[4]. These protocols offer varying degrees of efficiency.

This research focuses on communication protocols specifical-
ly aimed at limiting power consumption and prolonging battery life 
whilst maintaining the robustness of the system. It also proposes 
further research into more efficient protocols or variants of existing 
protocols such as TORA [1] and network topologies. Emphasis is 
on protocols that could be suitable for the implementation of scal-
able systems in high node density environments such as in manu-
facturing or product distribution industries. The main objective of 
this paper is to analyze the TORA protocol for efficiency in terms 
of power and suggest ways it could be improved. This will be made 
by measuring the energy with respect to different network size and 
taking into consideration the remaining battery power. 

Types of MANET Routing Protocols
The MANET routing protocols [5] are mainly developed to main-
tain route inside MANET, and they do not use any access points 
to connect to other nodes in the network and Internet. Routing 
protocols can be classified into three categories depending on their 
properties. The classifications are:
	Centralized versus Distributed
	Static versus Adaptive
	Reactive versus Proactive

In centralized algorithms, all route choices are made by a 
central node, while in distributed algorithms, the computation of 
routes is shared among the network nodes. In static algorithms, the 
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route used by source destination pairs is fixed regardless of traffic 
condition. It can only change in response to a node or link fail-
ure. This type of algorithm cannot achieve high throughput under 
a broad variety of traffic input patterns. In adaptive routing, the 
routes used to route between source-destination pairs may change 
in response to congestion. A third classification that is more re-
lated to ad-hoc networks is to classify the routing algorithms as 
either proactive or reactive. 

Proactive (Table-Driven) Routing Protocols
In this family of protocols, nodes maintain one or more routing 
tables about nodes in the network. These routing protocols update 
the routing table information either periodically or in response to 
change in the network topology. The advantage of these protocols 
is that a source node does not need route-discovery procedures to 
find a route to a destination node. On the other hand the drawback 
of these protocols is that maintaining a consistent and up-to-date 
routing table requires substantial messaging overhead, which con-
sumes bandwidth and power, and decreases throughput, especially 
in the case of a large number of high node mobility. There are vari-
ous types of Table Driven Protocols: Destination Sequenced Dis-
tance Vector routing (DSDV), Wireless routing protocol (WRP) 
[6], Fish eye State Routing protocol (FSR), Optimized Link State 
Routing protocol (OLSR), Cluster Gateway Switch Routing pro-
tocol (CGSR), Topology Dissemination Based on Reverse Path 
Forwarding (TBRPF).

Reactive (On-Demand) Routing Protocols
For protocols in this category there is an initialisation of a route 
discovery mechanism by the source node to find the route to the 
destination node when the source node has data packets to send. 
When a route is found, the route maintenance is initiated to main-
tain this route until it is no longer required or the destination is 
not reachable. The advantage of these protocols is that overhead 
messaging is reduced. One of the drawbacks of these protocols is 
the delay in discovering a new route. The different types of reac-
tive routing protocols are: Dynamic Source Routing (DSR) [6], 
Ad-hoc On-Demand Distance Vector routing (AODV) and Tem-
porally Ordered Routing Algorithm (TORA).

This paper is organized as follows. In Section II, a descrip-
tion of the TORA, DSDV, DSR and AODV routing protocols are 
presented. In Section III, the ns2 software and the metrics that 
are taken into consideration in the simulation are given whilst the 
results are presented in Section IV. Section V concludes the paper 
and proposes ideas for future work.

2. Description of selected Routing Protocols

TORA: TORA [1] routing protocol is based on “link reversal” al-
gorithm. Every node has information regarding it adjacent nodes. 
In this way TORA provides multiple routes for any pair of nodes. 
Moreover it has the ability to quickly follow the topological chang-
es that may occurred and re-create valid routes. Hence when a node 
seeks a route to a given destination it sends a QUERY message 
which includes the address of the destination node. This packet 
travels through the network until it reaches the destination or an 
intermediate node that has a route to the destination node. The re-

ceiver node then broadcasts an UPDATE packet listing the number 
of direct links that has been used in order to reach the destination. 
As this node propagates this UPDATE information packet through 
the network, each node updates its list by adding another pair of 
nodes (source-destination). This creates a series of directed links 
from the node that originated the QUERY to the destination node. 
When the node finds a specific destination which is unreachable, it 
sets a local maximum value of direct links for that destination. If the 
node cannot find any adjacent node which has a list of direct links 
to the destination, it attempts to search a new route. If there is a net-
work partition then the node sends a CLEAR message that resets all 
routing states and removes invalid routes from the network. TORA 
operates on top of Internet MANET Encapsulation Protocol (IMEP) 
providing reliable delivery of route-messages and informs the rout-
ing protocol of any changes to the links to its neighbours. IMEP 
tries to aggregate IMEP and TORA messages into a single packet 
(called block) in order to reduce overhead. For link-status sensing 
and list maintenance, IMEP sends out periodic BEACON messages 
which are answered by each node that hears it with a HELLO reply 
message. 

DSDV: In DSDV [4] protocol messages are exchanged between 
nearby mobile nodes (i.e. mobile nodes that are within range of 
one another). Routing updates may be triggered or routine. Up-
dates are caused when routing information from one of the neigh-
bours forces a change in the routing table. If there is a packet 
which the route to its destination is unknown it is cached while 
routing queries are sent out. The packets are cached until route-
replies are received from the destination. The buffer has a size and 
time limit for caching packets beyond which packets are dropped. 
All packets which have destination to the mobile node are routed 
directly by the address dmux (dmux port hands the packets to the 
respective destination agents) to its port dmux. In the event that 
a target is not found (which happens when the destination of the 
packet is not the mobile node itself), the packets are forwarded 
to the default target which is the routing agent. The routing agent 
designates the next hop for the packet and sends it down to the 
link layer.

DSR: In DSR [2] protocol the agent checks every data packet for 
source-route information. The packets are then forwarded as per 
the routing information. In case it cannot find any routing infor-
mation in the packet, it provides the source route if route is known 
and when the destination is not known it caches the packet and 
sends out route queries. The routing query is initially sent to all 
nearby nodes and is always triggered by a data packet which has 
no route information regarding its destination. Route-replies are 
sent back either through the destination node or by intermediate 
nodes if routing information to the destination is found.

AODV: AODV protocol [3] is a mixture of both DSR and DSDV 
protocols. It keeps the basic route-discovery and route-mainte-
nance of DSR and uses the hop-by-hop routing sequence numbers 
and beacons of DSDV. When a node needs to know a route to 
a specific destination it creates a ROUTE REQUEST. Next the 
route request is forwarded by intermediate nodes which also cre-
ate a reverse route for itself from the destination. When the request 
reaches a node with route to destination it creates again a ROUTE 
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REPLY which contains the number of hops that are require to 
reach the destination. All nodes that participate in forwarding this 
reply to the source node create a forward route to destination. This 
route created from each node from source to destination is a hop-
by-hop state and not the entire route as in source routing. 

3. Simulation and Metrics

The aim of these simulations is to analyze the TORA protocol by 
comparing it with other protocols (AODV, DSR, and DSDV) for its 
efficiency in terms of power as well as throughput. This has been 
made by measuring the energy with respect to different network 
size and taking into consideration the remaining battery power. The 
simulation tool that has been used in this study is ns2 [7]. Com-
munication Management Unit’s (CMU’s) wireless extension to ns2 
provides the implementation of the DSR, AODV, DSDV, TORA 
routing protocols. So ns2 is selected for evaluating these protocols. 

Parameters of the Simulation

Channel type  WirelessChannel 
Radio-propagation model   TwoRayGround 
Antenna type OmniAntenna 
Interface queue type  DropTail/PriQueue 
Maximum packet in Queue   50 
Network interface type Phy/WirelessPhy 
MAC type  802_11 
Topographical Area 500 x 300 sq.m
txPower 0.5W
rxPower 0.1W
idlePower 0.01W
Initial energy of a Node      1000.0 Joules
Routing protocols AODV/DSDV/DSR/TORA
Number of mobile nodes      10, 20 and 30
Number of mobile nodes   10, 20, 30, 40, 50, 60, 70, 80, 90, 100
Mobility 0 or 20m/s

The performances of the four routing protocols with network size 
of 10, 20 and 30 nodes with mobility (mobility 20 m/s) have been 
assessed. In all the cases, only two senders Constant Bit-rate (CBR) 
over User Datagram Protocol (UDP) and two receivers (null sink) 
have been used.

Metrics considered for Evaluation [8]
Number of Packets dropped: 
This is the number of data packets that are not successfully sent 
to the destination during the transmission. In this study the time 
versus number of packets dropped have been calculated. 

Remaining Battery Power: 
The number of nodes in the network versus the average remaining 
battery power is considered as the metric to analyze the perform-
ance of the protocols in terms of power 

Consumed Power: 
The number of nodes in the network versus average consumed 
battery power is considered as a metric.

Throughput: 
The throughput metric measures how well the network can con-
stantly provide data to the sink. Throughput is the number of pack-
et arriving at the sink per ms.

MAC Load: 
This is the ratio of the number of MAC layer messages propagated 
by every node in the network to the number of data packets suc-
cessfully delivered to all destination nodes. In other words, the 
MAC load is the average number of MAC messages generated to 
each data packet successfully delivered to the destination.

Dropped Packets: 
This is the number of nodes in the network versus agent level total 
dropped packet. 

Dropped Bytes: 
This is the number of nodes in the network versus agent level total 
dropped bytes.

4. Results and Analysis

The Simulation Results
The following two graphs show the results of power analysis.
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Figure 1.  The average consumed power versus the number of nodes using 
30 nodes.

Figure 2.  The average consumed power versus the number of nodes using 
100 nodes.
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Figure 1 shows that the consumed power of networks using 
AODV and DSR decreases significantly when the number of nodes 
exceeds 20. On the contrary, the consumed power of a network 
using the TORA protocol increases rapidly whilst that of DSDV 
based network shows stability with increasing number of nodes.

Figure 3 shows that the energy efficiency of networks using 
AODV and DSR increases significantly when the number of nodes 
exceeds 20. On the contrary, the energy efficiency of a network us-
ing the TORA protocol drops sharply whilst that of DSDV based 
network shows a gentle decrease with increasing number of nodes.

Figure 4 shows exactly the same results with the graph of 

figure 2. Figure 4 depicts that the remaining power when DSR 
protocol is decreases significantly when the number of nodes is 
20, whilst the other three protocols have the same behaviour.

Figure 5 shows the throughput of AODV protocol becom-
ing stable when the number of nodes exceeds 20 while the DSR 
decreases significally. On the other hand the throughput of TORA 
and DSDV increases rapidly when the nodes exceeds 20.

Figure 6 shows that the throughput of AODV and DSR pro-
tocols have almost the same behaviour. On the other hand TORA 
and DSDV presents the same behaviour when the number of nodes 
are 20 and 40 but after that, the thrughput of TORA decreasing 
rapidly when the umber of nodes are 60 and 70 and increasing 
rapidly when the number of nodes is near to 100.
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Figure 3.  The average remaining power versus the number of nodes using 
30 nodes.

Figure 4.  The average remaining power versus the number of nodes using 
100 nodes.

Figure 5.  The number of nodes versus throughput using 30 nodes.

Figure 6.  The number of nodes versus throughput using 100 nodes.

Figure 7.  The MAC Load using 30 nodes.

Figure 8.  The MAC Load using 100 nodes.
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Figure 7 shows that the MAC Load increases rapidly when 
the number of nodes exceeds 20 for TORA protocol. For the other 
three protocols the MAC Load is stable and stay in low level.

Figure 8 shows that the MAC Load icrease rapidly when the 
number of nodes exceeds 50 for TORA protocol and become sta-
ble when the number of nodes is bigger than 90. For the other 
three protocols the MAC Load is stable in all kind of networks.

Figures 9 and 11 show that when the number of nodes ex-
ceeds 20 the network performance deteriorates significantly result-
ing in maximum loss of information (Dropped Packets & Dropped 
Bytes). On the contrary, the AODV and DSR protocols have the 
minimum loss of information of all the 4 protocols.

Figure 10 and 12 show that the TORA protocol becomes in-
efficient when the network consists of more than 20 nodes for low 
density network while for high density network becomes ineffi-
cient when the network consists more than 50 nodes. 

In an attempt to obtain meaningful results during this study 
using the TORA protocol in ns2 [9][10], it was necessary to intro-
duce a small patch/modification. One obvious conclusion that can 
be drawn from this study is that the ns2 implementation of TORA 
still seems to be flawed and in need of further development. For 
instance, it worked only with 4 or 5 nodes in some ideal node 
configuration.

As per the simulations made on ns2, it can be concluded that 
TORA, AODV and DSDV perform well in small scale networks. 
Thus, it may be considered for further enhancement in terms of 
seeking to improve power consumption.

 5. Conclusion and Future Work

This study has evaluated four ad-hoc routing protocols in differ-
ent network environment taking into consideration node mobil-
ity. Overall, the findings show that the energy consumption and 
throughput in small size networks did not reveal any significant 
differences. However, for medium and large ad-hoc networks the 
TORA performance proved to be inefficient in this study. In par-
ticular, the performance of AODV, DSDV and DSR in small size 
networks was comparable. But in medium and large size networks, 
the AODV and DSR produced good results and the performance 
of AODV in terms of throughput is good in all the scenarios that 
have been investigated. 

Whilst experimenting with TORA in ns2, TORA seems to 
be providing poor performance which is very controversial to the 
theoretical expectations. Finding the reason for this poor behav-
iours’ and correcting it is not simple. It is more than complex that 
of writing a new protocol.
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Figure 9. The Dropped Packets using 30 nodes.

Figure 10.  The Dropped Packets using 100 nodes.

Figure 11.  The Dropped Bytes using 30 nodes.

Figure 12.  The Dropped Bytes using 100 nodes.
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