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Abstract 
 

Spatial local outlier factor (SLOF) algorithm was adopted in this study for spatial outlier detection because of the 
limitations of the traditional static threshold detection. Based on the spatial characteristics of CO2 monitoring data 
obtained in the carbon capture and storage (CCS) project, the K-Nearest Neighbour (KNN) graph was constructed using 
the latitude and longitude information of the monitoring points to identify the spatial neighbourhood of the monitoring 
points. Then SLOF was adopted to calculate the outlier degrees of the monitoring points and the 3σ rule was employed to 
identify the spatial outlier. Finally, the selection of K value was analysed and the optimal one was selected. The results 
show that, compared with the static threshold method, the proposed algorithm has a higher detection precision. It can 
overcome the shortcomings of the static threshold method and improve the accuracy and diversity of local outlier 
detection, which provides a reliable reference for the safety assessment and warning of CCS monitoring. 
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1. Introduction 
 
Global warming caused by the increasing concentration of 
CO2 has become a hot topic in the 21st century [1]. Carbon 
capture and storage (CCS) technology has been recognized 
as an effective strategy to lower carbon dioxide emissions 
directly [2]. Based on the estimates of the International 
Energy Agency (IEA), the contribution of the CCS 
technique to the global CO2 reduction will reach 19% by 
2050 [3]. However, based on the survey on the recognition 
and acceptance of the public of CCS projects, the sudden 
large-scale leakage of CO2 is the main risk for CO2 
geological storage. Underground CO2 can leak to the surface 
through cracks, abandoned wells, and other channels (Fig. 1). 
Therefore, to ensure the safety of CCS projects, adopting 
effective monitoring measures and identifying leakage 
warning signs in a timely manner are necessary to provide 
the basis for emergency rescue. 

Outlier detection is conducive to identifying warning 
signs and providing the basis for warning. CCS monitoring 
data has various forms (i.e., time series data, spatial data, 
seismic data, etc.). The monitoring data of surface CO2 
concentration are taken as an example for outlier detection in 
this study. Because CO2 concentration monitoring data 
belong to the spatial data with significant spatial 
characteristics, the traditional threshold method ignores the 
spatial characteristic of the data and fails to effectively 

identify local outlier caused by leakage. Thus, considering 
the spatial characteristics of the data [5], the spatial local 
outlier factor (SLOF) algorithm is adopted for the outlier 
detection of CO2 concentration monitoring data, hoping that 
the relevant results can provide a reliable reference for safety 
assessment and warning of CCS monitoring. 

 
 

2. State of the Art 
 
The original spatial outlier mining algorithms were based on 
the idea of spatial statistics with variation image and scatter 
chart Z-value algorithms [6] as representatives. Those 
algorithms failed to consider the characteristics of spatial 
data and demonstrated poor mining effect. Shekhar et al. [7] 
first proposed the algorithm that distinguished spatial and 
non-spatial attributes, obtained the spatial neighborhood 
through building the adjacency relation between entities (or 
building the KNN relationship), and identified the spatial 
outlier through the difference in non-spatial attributes 
between spatial entity and its neighboring entity. However, 
this method was only suitable for identifying global outliers. 
Breunig et al. [8] proposed the local outlier factor (LOF) 
concept, which was a density-based method to identify 
outlier points through the local outlier degree. With clear 
physical significance, this method could effectively mine 
global or local outlier points. The local correlation integral 
(LOCI) method was also presented to discover local outliers 
[9]. However, it did not distinguish the spatial and non-
spatial attributes, resulting in the difficulty in explaining the 
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Fig.1. Possible escape passage and risk map of CO2 geological storage [4] 
 

 
detection results [10]. 

Therefore, numerous scholars consolidated the SLZ and 
LOF algorithms to propose the spatial local outlier measure 
(SLOM) [11] and spatial local outlier factor [12], among 
others. In the SLOM algorithm [13], the fluctuating factor   
is determined only by symmetrical distribution. In the cases 
of few spatial neighbors or slight fluctuations, showing the 
fluctuation is difficult, which results in high missing and 
error detection rates [14]. The SLOF algorithm is used to 
construct the neighborhood with spatial attributes and 
develop an outlier measure with non-spatial attributes based 
on the LOF algorithm. This algorithm demonstrates high 
precision, low user dependence, and high operation 
efficiency. CO2 concentration monitoring data belong to the 
spatial data that have significant spatial autocorrelation [15] 
and spatial heterogeneity [16]. Thus, the SLOF algorithm is 
selected for CO2 outlier detection.  
 
 
3. Spatial Outlier Detection of CO2 Monitoring Data 
Based on SLOF  

 
The process of spatial outlier detection is divided into spatial 
outlier measure and identification [17]. The neighborhood in 
this study is constructed based on the spatial attributes of the 
monitoring data, and the local outlier coefficient of the 
monitoring points is calculated by the SLOF algorithm to 
determine the outliers identified through the 3-D graph. The 
specific steps are as follows:  

If N monitoring points exist, they constitute the object 
set },...,,{ 21 noooo = . The spatial attribute of Object Oo∈  
is written as )log,( oolat , and the d dimensional spatial 
attribute is written as )(of , expressed as 

))(),...,(),(( 21 dofofof cσ  which represents the spatial 
adjacency relation under the specified condition C. 

 
3.1 Construction of the Spatial Neighborhood  
The spatial neighborhood can be constructed in three ways: 
ε  adjacent connection, K-nearest neighbor, and full 
connection graphs [18]. In this study, the most commonly 
used K-nearest neighbor connection graph is adopted to 
construct the spatial neighborhood. The specific construction 
process is as follows:  

The latitude and longitude of a monitoring point iO  are 

)log,( iilat  respectively. The Euclidean distance from other 
monitoring points is known as the nearest neighbor distance, 
written as ),( jidist . The calculation formula is as follows: 
 

njlatlatjidist jiji ...,2,1)()log(log),( 22 =−+−=     (1) 

 
The KNN graph connects iO with its K neighbors by 

selecting the K-nearest neighbor nodes before iO  to form 
the K-directed edges of the KNN graph. However, the 
directed graph constructed in this manner does not meet the 
symmetry requirement of graph theory. Thus, the following 
method is adopted to solve this problem: if iO  is one of the 
K neighbors of jO  or jO  is one of the K neighbors of iO , 

then a connection exists between iO  and jO . The graph 
obtained in this manner is known as the K-nearest neighbor 
graph. 
 
Definition 1 Spatial Neighbor  
For the spatial object iO , the objects that have a connection 
relation with iO  in the KNN graph are known as the spatial 
neighbors of iO . 
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Definition 2 Spatial Neighborhood  
All spatial neighbors constitute the spatial neighborhood 
of iO , written as },...,,{)( 21 mi ooooNB = , ( km ≥ ).  
 
3.2 Spatial Outlier Measure  
The spatial outlier measure of Object O ready to be detected 
is obtained by calculating the ratio of the neighborhood 
distance of 0 to the average neighborhood distance of its 
neighbors. To eliminate the difference in the dimensions of 
different monitoring parameters, the initial data are 
normalized before calculating the neighborhood distance to 
align them into a specific area [0, 1]. The normalization 
formula is as follows:  
	

minmax

max'

xx
xxx

−
−= 																																			 	 			(2) 

	
Where 'x represents the data after normalization, x  

represents the initial data, and minmax,xx  represent the 
maximum and minimum values of the data respectively.  
 
Definition 3 Neighborhood Distance between Objects  
The neighborhood distance between P  and O  is calculated 
with the weighted Euclidean distance. The formula is as 
follows:  
	

2

1
))()((),,( ∑

=
−= d

k kkk pfofwwopdist 																 			(3) 

	
Where kw  is the weight of non-spatial 

attributes; ∑
=

=d

k kw1 1 , d is the number of non-spatial 

attributes; and )( kof  is the k th non-spatial attribute value 
after the normalization of O . The neighborhood distance 
between objects represents the dissimilarity between the 
object and its neighborhood in non-spatial attribute. The 
greater the neighborhood distance, the higher the 
dissimilarity.  
 
Definition 4 Neighborhood Distance of Object O 
The neighborhood distance of Object O refers to the average 
of the weighted distances between O and all objects in its 
spatial neighborhood. The formula is as follows:  
	

)(

),,(
),( )(

oNB

wopdist
woNdist oNBp

∑
∈= 																								 			(4) 

	
Where )(oNB  refers to the number of spatial 

neighbors of ObjectO . Given that all non-spatial attributes 

are processed by normalization and ∑
=

=d

k kw1 1 , 

then 1),(0 ≤≤ woNdist .  
 
Definition 5 Spatial Local Outlier Coefficient of Object O 
The spatial local outlier coefficient of Object O  refers to the 
ratio of the neighborhood distance of O  to the average 
neighborhood distance between 0 and its neighbors. This 
coefficient can be expressed by )(oSLOF . The formula is as 
follows:  
 

)(

)(
),()(

)(

oNB

pNdist
woNdistoSLOF

oNBp
∑

∈

= 																											 			(5)	

 
)(oSLOF  represents the local outlier degree of O . The 

greater the SLOF , the higher the outlier degree of the object.  
 
3.3 Identification of Spatial Outlier  
Spatial outlier identification is easily ignored in numerous 
spatial outlier detections. The SLOF  values of all objects 
are generally sorted in a descending order. The first n objects 
with the highest outlier degree are the spatial outlier points 
in question. This outlier detection method is subjective and 
random without theoretical support. Based on the analysis of 
the time-variant characteristics of CO2 monitoring data and 
their distribution, in line with the Chebyshev law of large 
numbers and central limit theorem, CO2 monitoring data are 
considered to obey the normal distribution (proof omitted). 
The σ3  rule can be selected as the basis for spatial outlier 
identification.  

σ3 Rule: If ),(~ 2σµNX , the probability that the 
normal observation values should distribute between 

)3,3( σµσµ +−  is 99.74%, where µ  is the average value 
in the window and σ is the standard deviation of the data in 
it.  

The outliers identified by the σ3 rule are determined 
based on prior knowledge.  
 
 
4. Example Analysis  
 
The CO2 monitoring data of a storage area in August were 
considered for outlier detection and performance analysis in 
this study. The algorithms were realized in Mat lab R2014a. 
The operation environment was Win7, Intel(R) Core(TM) i5, 
CPU3.2 GHz, 4 GB RAM. 
 
4.1 Experimental Data  
CO2 monitoring data were composed of two spatial 
attributes (longitude and latitude) and six non-spatial 
attributes (CO2 concentration, temperature, humidity, wind 
speed, pressure, and altitude). Some data with empty 
monitoring records were deleted through data preprocessing. 
Finally, 73 monitoring points were selected. The following 
figure shows the distribution map of the monitoring points.  

 
Fig. 2. Distribution map of monitoring points 

 
The monitoring values were modified to add the outlier 

points and compare the proposed algorithm with the static 
threshold method. In the static threshold method, 1000 ppm 
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was set as the threshold of outlier detection. Thus, three 
monitoring points in this study were modified to be less 
than1000 ppm, in which the value of the No. 19 monitoring 
point was modified from 393 ppm to 980 ppm, No. 36 from 

416 ppm to 870 ppm, and No. 50 from 395 ppm to 990 
ppm.The boxplot of six detecting parameters was drawn, as 
shown in Figure 3. 

																				 																							 			
(a) CO2 Concentration                               (b) Temperature                                                (c) Humidity	

	 															 																								 		
                                  (d) Wind Speed                                         (e) Pressure                                                     (f) Altitude 

 
Fig. 3.   Boxplot of CO2 monitoring parameters 
 
 

Figure 3 shows that the medians of CO2 concentration, 
temperature, humidity, wind speed, pressure, and altitude are 
400 ppm, 22.6 °C, 41%, 4 m/h, 12.49 psi, and 1320 m, 
respectively. At the same time, the transverse line in the 
middle of the CO2 concentration box is located at the lower 
position of the box, indicating the existence of the outlier 
value. The monitoring data can be analyzed through the 
extremum, which belongs to the category of outlier point 
detection. This study focuses on the research of local outliers 
because of space limitations. 
 
4.2 Analysis of Detection Results 
The spatial local outlier coefficients of the monitoring points 
were calculated using Formulas (2) to (5). The first five 
maximum values were selected, as shown in Table 1: 

Tab. 1. Spatial Local Outlier Coefficient (K = 5) 

No. Monitoring Point No. Spatial Local Outlier 
Coefficient  

1 50 6.08 
2 19 5.63 
3 36 4.85 
4 27 1.75 
5 56 1.66 

 
CO2 concentration is the most intuitive reflection of 

leakage, and thus the accuracy of the algorithm can be 
determined based on the CO2 concentration outlier. The 
following figure presents the 3-D graphs of the longitudes, 
latitudes, and CO2 concentrations of the first five spatial 
outlier points. The circles in the graphs represent the 
neighbor distribution of the outlier points in the 
neighborhood.  
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Figure 4 are the scatter plots, the x, y axis are the km net 
coordinates, unit is km, z axis is the CO2 concentration, and 
unit is ppm. The first three local outlier points are all global; 
the concentration value of the fourth outlier point was 396 
ppm, slightly lower than those of the surrounding outlier 
points with values between 398 and 414 ppm. The 
concentration value of the fifth outlier point is 415 ppm, 
slightly higher than those of the surrounding outlier points 

with the values between 388 and 404 ppm. Therefore, the 
first five outlier points identified by SLOF are all correct. 

The spatial outlier was identified by the σ3  rule. After 
calculation, the average of the outlier degree was 0.93, the 
mean square was 1.029, and the identified outlier points 
were 19, 36, and 50.   

    

     

     
 (a)50                                                                               (b) 19                                                                       (c) 36 

     
  (d) 27                                                                            (e) 56 

Fig. 4.  Scatter plot of the first five local outlier points 
 

Based on the static threshold method, if the threshold 
value is set to 1000 ppm, then no outlier point can be 
identified, which easily causes missing detection. Thus, 
SLOF  and σ3  can improve the precision of outlier 
detection and automatically identify the outlier points to 
avoid the randomness and uncertainty of traditional outlier 
identification. 
 
4.3 Analysis of the Influence of K Value on Outlier Point 
Detection 
From the above mentioned research, the SLOF algorithm 
shows significant improvement in detection precision 
compared with the traditional static threshold method. 
However, the selection of K value is the main problem of  
SLOF. On one hand, a too large or small K value reduces the 
precision of outlier detection; on the other hand, K value 
affects the time complexity of the algorithm. Taking the 
construction of the KNN graph as an example. The time 
complexity of this graph can reach O (KN2), in which K is 
the number of neighbors and N is the total number of data 
points. Thus, the selection of K value in this study is 
analyzed to finally determine the suitable K value for this 
group of data. Based on the analysis, we decide to analyze 
the outlier point detection when K < 5.The calculated spatial 
local outlier coefficients when K = 4 are shown in Table 2: 

 
Tab. 2.  Spatial Local Outlier Coefficient (K = 4) 

No. Monitoring 
Point No. 

Spatial Local Outlier 
Coefficient  

1 19 5.35 
2 50 4.76 
3 36 4.396 
4 27 1.76 
5 2 1.736 

 
 

After calculation, the mean value of the outlier degree is 
0.94 and the mean square is 0.397. Three outlier points are 
identified based on the σ3  rule, namely, 19, 36, and50. 

The calculated spatial local outlier coefficients when K = 
3 are shown in Table 3:  

 
Tab. 3. Spatial Local Outlier Coefficient (K = 3) 

No. Monitoring 
Point No. 

Spatial Local Outlier 
Coefficient  

1 19 3.56 
2 50 3.49 
3 36 3.14 
4 27 1.63 
5 2 1.57 

 
After calculation, the mean value of the outlier degree is 

0.93 and the mean square is 0.198. Fifteen outlier points are 
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identified based on the   rule, namely, 3, 8, 10, 11, 19, 27, 36, 
40, 50, 51, 58, 61, 63, 66, and 67. 

The detection and false alarm rates, which are commonly 
used in outlier detection, are adopted as the indicators that 
measure the performance of the algorithm to analyze the 
influence of K value on outlier point detection. The specific 
calculation process is as follows:  
  

Detection rate = (the number of samples detected as outlier 
event / all samples of outlier events) * 100% 
False alarm rate = (the number of normal samples detected 
as outlier events / all normal samples) * 100% 
 

The Figure 5 presents the graphs of the detection and 
false alarm rates when K = 3, 4 and 5. 

 

0%

20%

40%

60%

80%

100%

120%

K=5 k=4 k=3

Detection Rate

False Alarm Rate

 
Fig. 5. Graphs of detection and false alarm rates under different K values  

 
Based on figure 5, when K > 4, the algorithm can 

achieve 100% detection rate and 0% false alarm rate; 
however, when K = 3, the false alarm rate increases to 17%. 
Thus, based on the detection accuracy and time complexity, 
the optimal K value is 4 in the outlier detection of the data.  
 
 
5. Conclusion 
 
Given the shortcomings of the traditional static threshold 
method, the present status of the research on spatial outlier 
detection was analyzed in this study. Based on the 
characteristics of CCS monitoring data, the SLOF algorithm 
was adopted for spatial outlier detection of CCS monitoring 
data. First of all, this algorithm constructed the KNN graph 
based on the spatial information of the monitoring points to 
determine the spatial neighborhood of all monitoring points. 
The weighted Euclidean distance of the non-spatial attributes 
of the monitoring data was then used to calculate the 
neighborhood distances between objects. In addition, the 
SLOF algorithm was adopted to calculate the spatial local 
outlier coefficients of objects. Finally, the σ3  rule that 

could automatically identify the spatial outlier points was 
adopted for local outlier detection. The CO2 concentration 
monitoring data in August in a year with additional outlier 
points were used for local spatial outlier identification to 
verify the accuracy of the algorithm. The detection and false 
alarm rates under different K values were analyzed to select 
the optimal one in the experimental data.  

From the research, the SLOF algorithm can effectively 
detect the spatial outlier compared with the static threshold 
method. However, the selection of K value has some 
uncertainty, which will affect the detection effect. Therefore, 
to further improve the detection precision, the research on 
other neighborhood construction methods can be considered 
to avoid the effect of parameter uncertainty on the detection 
result.  
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