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Abstract 
 
This paper proposes two new classifiers that automatically recognise twelve combined analog and digital modulated 
signals without any a priori knowledge of the modulation schemes and the modulation parameters. The classifiers are 
developed using pattern recognition approach. Feature keys extracted from the instantaneous amplitude, instantaneous 
phase and the spectrum symmetry of the simulated signals are used as inputs to the artificial neural network employed in 
developing the classifiers. The two developed classifiers are trained using scaled conjugate gradient (SCG) and conjugate 
gradient (CONJGRAD) training algorithms. Sample results of the two classifiers show good success recognition 
performance with an average overall recognition rate above 99.50% at signal-to-noise ratio (SNR) value from 0 dB and 
above with the two training algorithms employed and an average overall recognition rate slightly above 99.00% and 
96.40% respectively at - 5 dB SNR value for SCG and CONJGRAD training algorithms. The comparative performance 
evaluation of the two developed classifiers using the two training algorithms shows that the two training algorithms have 
different effects on both the response rate and efficiency of the two developed artificial neural networks classifiers. In 
addition, the result of the performance evaluation carried out on the overall success recognition rates between the two 
developed classifiers in this study using pattern recognition approach with the two training algorithms and one reported 
classifier in surveyed literature using decision-theoretic approach shows that the classifiers developed in this study 
perform favourably with regard to accuracy and performance probability as compared to classifier presented in previous 
study. 
 
Keywords: Automatic modulation recognition (AMR), modulation recognition families, AMR development approaches, artificial neural 
networks classification. 
 __________________________________________________________________________________________ 

 
1. Introduction 

 
In recent years, the means of carrying out nearly all 
operations has dramatically shifted from manually operated 
system to an automatic system. This is as a result of some 
advantages that an automatic operated system exhibits over 
its manual counterpart.  For instance, recognition of 
modulation schemes in wireless communication was 
basically manually operated.  However, in the recent years 
the manual approach has been replaced with automatic 
systems. This is because some observed disadvantages in 
manual modulation recognition systems such as slow 
response rate in a hostile signal environment and its success 
which depends largely on operator’s experience [1] has been 
overcome in automatic modulation recognition with fast 
response rate and without human involvement [2]. The tool 
recently developed for monitoring or recognizing the 
wireless modulated signals in an automatic way is called 
automatic modulation recognition.  
 Automatic modulation recognition (AMR), also known 

as automatic modulation classification (AMC) as reported in 
[3] is defined as a tool used in recognizing the type of 
modulation scheme used to generate a received modulated 
signal without any a priori knowledge of the modulated 
signal itself.  Similarly, it was also defined in [4] as an 
intermediate operation between the signal detection and data 
demodulation, which plays an important role in both military 
and civilian applications such as electronic warfare, 
surveillance, threat analysis, signal confirmation, signal 
interference identification and spectrum management.   
 Basically, performing AMR is a challenge owing to the 
lack of a priori knowledge about the modulated signal. This 
lack of a priori knowledge about the modulated signal is 
essence because algorithms for AMR are expected to be 
blind in nature. Hence, meeting this expectation has made 
development of AMR algorithm an interesting research area 
in the recent years with various algorithms developed for 
different modulation schemes.  
 Since research on AMR commenced about three decades 
ago, three distinct families of AMR have been developed. 
The first family of AMR classifier developed are those that 
were designed to recognize only analog modulated signals 
[2,5-9]. The classifier in the second family are those that are 
developed to recognise only digital modulated signals [10-
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15] while the third family of the AMR classifier are those 
that are designed to recognise or classify some joint analog 
and digital modulated signals [16-18]. These few selected 
algorithms: [2,5-9], [10-15] and [16-18] for first, second and 
third families of AMR are briefly reviewed in Section 2. 
 In general, irrespective of the family that an AMR 
belongs to, surveyed literature revealed that two methods or 
approaches are normally employed in AMR algorithm 
development. The two approaches normally employed are 
the decision-theoretic (DT) approach and the pattern 
recognition (PR) approach [4, 14]. In DT approaches, 
probabilistic and hypothesis testing arguments are used to 
formulate the recognition problem. In using this approach, it 
is assumed that each possible modulation scheme happens 
with the same probability. Hence, the maximum likelihood 
(ML) criterion is being employed. The application of the ML 
criterion to either the received signal directly or to a certain 
transform of the received signal results in a likelihood ratio 
or set of likelihood function. In this approach, the 
recognition decision is decided by comparing the likelihood 
functions or by comparing the likelihood ratio with a 
threshold. The solution offered by the DT based algorithm is 
optimal since the approach minimizes the probability of 
false recognition or classification [19]. However, the optimal 
solution usually suffers from heavy computational 
complexity [19]. Other two drawbacks of this approach are 
the difficulties involved in forming the right hypothesis for 
the approach and how to carefully set the correct threshold 
values for each feature keys employed. As a result of these 
drawbacks, DT based AMR naturally gives rise to 
suboptimal classifiers.  
 On the other hand, PR approaches do not require any 
careful treatment. According to [14], the only challenge with 
this approach is how to choose the right set of feature 
extraction keys since the approach employs one or several 
feature keys from the received signal to make decisions. In 
overcoming this challenge, PR modulation recognition 
module is divided into two subsystems, namely the feature 
extraction subsystem and the pattern recognizer subsystem 
[17,19,20]. In the first subsystem of this approach, feature 
extraction keys are extracted from the radio signal. Some of 
the commonly adopted feature extraction keys are higher-
order statistics (HOS), including moments, cumulants, and 
cyclic cumulants (CC) of the signal [4,19,20], fuzzy logic 
[21,22], a constellation shape recovery method [23] and 
usage of information contained in an incoming signal [2,17, 
24-26]. The second subsystem of the PR approach is a 
pattern recognizer, which processes those feature keys and 
determines the modulation type of the received signal 
according to a pre-designed decision rule. Multi-Layer 
Perceptron Neural Network is one of the classifiers that are 
used in modulation recognition systems. It has been shown 
that this type of classifier outperforms other classifiers, such 
as the K-nearest neighbourhood algorithm [17].  
 In contrast to the DT approaches, the PR approaches are 
non-optimal, but they are more robust and simple to 
implement. Most often, according to [4], if PR approaches 
are carefully designed, they can achieve nearly optimal 
performance. Therefore, the study presented in this paper 
adopted a PR approach with application of ANN as its 
model classifier. The choice of ANN as the model classifier 
for this study was not based only on its advantage over other 
classifiers as mentioned above but to also verify the 
hypothesis made by [27] that training algorithms has 
significant impact on the performance of ANN and the fact 
that the effects of the training algorithms depend on the 

targeted application.  These authors verified their hypothesis 
by considering the effect of training algorithms on a 
multilayer feed forward ANN classifier for image coding. In 
order to scientifically investigate their observation, the focus 
of the study reported in this paper, which is an expanded 
version of our recently presented paper at IEEE AFRICON 
2013 Conference, is centred on an investigation of the effect 
of training algorithms on performance of a joint analog and 
digital AMR recognizer or classifier using ANN. The study 
presented in this paper on modulation schemes classification 
is considered as an ideal study to verify the hypothesis 
because, classification has been observed as one of the most 
active research and application areas of ANN [28]. 
 The paper, therefore, presents a comparative study on 
effects of two different training algorithms on performance 
of multilayer feed forward ANN with back propagation 
algorithm in joint analog and digital modulations 
classification. The remainder of the paper is organized as 
follows. Section 2 provides brief review of the three families 
of AMR. Section 3 provides detailed information on the 
procedures involved in developing the AMR for this study. 
The simulation results and comparative performance 
evaluation of the developed AMR classifiers for this study 
based on the two training algorithms employed are presented 
and discussed in Section 4. Finally, Section 5 concludes the 
paper.  
 
 
2. Automatic Modulation Recognition Review  

 
This section is concerned with the review of research papers 
since 1984 in the field of modulation recognition. The 
section is divided into three sub-sections according to the 
three AMR families. The first sub-section is concerned with 
brief review of analog automatic modulation recognitions 
(AMRs). The second and third sub-sections are concerned 
with brief review of both digital AMRs and joint analog and 
digital AMRs respectively. Analysis of these three classes of 
AMR algorithms shows that different features are employed 
in their development.  
 
2.1 Review of selected analog modulated signals 
recognition algorithms  
In 1985, Chen et al [5], developed a modulation recognizer 
for analog modulation schemes based on analytic 
expressions of the ratio of the variance of the instantaneous 
amplitude (IA) to the square of the mean value of IA for the 
amplitude modulation (AM), double sideband (DSB) 
modulation, and frequency modulation (FM). In Fabrizi et al 
[6], the authors developed an AMR recognizer that 
employed the features based on the variations of both the 
instantaneous amplitude and instantaneous frequency. The 
feature keys used by these authors are the ratio of the 
envelope peak to its mean and the mean of the absolute 
value of the instantaneous frequency. With the aid of these 
feature keys, the AMR classifier by these authors was used 
to discriminate between carrier wave (CW), AM, FM and 
single sideband (SSB) modulation.  
 In Al-Jalili [7], the centralized instantaneous frequency 
(CIF) was studied, which is the ratio of the number of the 
positive spikes to that of the negative spikes was used to 
discriminate between the upper sideband (USB) and lower 
sideband (LSB) modulation schemes. Azzouz and Nandi [8] 
also proposed an analog AMR recognizer that employed 
feature keys extracted from the instantaneous amplitude and 
instantaneous phase as well as the radio frequency signal 
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spectrum. The authors used a decision theoretic approach 
with this aid of the extracted feature keys to discriminate 
between AM, DSB, LSB, USB, vestigial sideband (VSB) 
modulation, FM and combined modulated signals. In 2005 
Sengur and Guldemir [9] developed an analog AMR that 
employed instantaneous amplitude and instantaneous phase 
as well as the radio frequency signal spectrum to 
discriminate between AM, FM and CW modulations. In 
2007 again, Guldemir and Sengur [2] developed another 
AMR that also employed instantaneous amplitude and 
instantaneous phase as well as the radio frequency signal 
spectrum to discriminate AM, FM, DSB, USB, LSB and 
CW modulations. 
 
2.2 Review of selected digital modulated signals 
recognition algorithms  
Similarly, the development of digitally modulated AMR 
algorithms surveyed revealed that Liedtke [10] was the first 
author to publish modulation recognition of digitally 
modulated signals. The author’s digital AMR utilises the 
universal demodulator technique that employed the 
amplitude histogram, the frequency histogram, the phase 
difference histogram, the amplitude variance and the 
frequency variance as the feature key. The recogniser 
introduced by this author was used to recognise or classify 
two symbol amplitude shift keying (2ASK), two symbol 
frequency shift keying (2FSK), two symbol phase shift 
keying (2PSK), four symbol phase shift keying (4PSK), 
eight symbol phase shift keying (8PSK) and CW 
modulations. In DeSimio and Prescott [11], an adaptive 
technique was employed for classifying 2ASK, 2FSK, 2PSK 
and 4PSK using the feature keys extracted from the signal 
envelope, the signal spectra, the signal squared and the 
fourth power of the signal. Azzouz and Nandi [12] in 
addition proposed a digitally modulation recognizer that 
discriminated between 2ASK, 4ASK, 2FSK, 4FSK, 2PSK 
and 4PSK. The feature keys used for developing this 
modulation classifier were extracted from the instantaneous 
amplitude, instantaneous phase and instantaneous frequency 
of the signal under consideration.  
 In addition, in Taira [13], the histogram distribution of 
instantaneous amplitude at symbol points was used for the 
automatic classification of digitally quadrature amplitude 
modulation (QAM) signals including 64-state QAM and 
256-state QAM. The author obtained good classification 
results by computer simulations at SNR greater or equal to 
10 dB.  In Wong and Nandi [14], an ANN based digital 
classifier was developed to recognise ten digital modulation 
schemes, namely 2ASK, BPSK, 2FSK, 16QAM, V29, V32, 
4ASK, QPSK, 4FSK and 64QAM. In developing their 
classifier, a total of seven feature extraction keys were used. 
Five of these seven feature extracted keys were derived from 
the instantaneous amplitude, instantaneous phase and 
instantaneous frequency of the signals. These five feature 
keys were earlier used in [12] for discriminating between 
digital signals that have hidden information in a single 
domain. The modulated signals these five keys were used to 
discriminate were 2ASK, BPSK, 2FSK, V29, V32, 4ASK, 
QPSK, and 4FSK while the two additional feature set keys – 
a spectral feature set and a new feature set based on higher-
order cumulants were used to discriminate between 16QAM 
and 64QAM that have information content hidden either in 
the signal instantaneous amplitude, instantaneous phase or 
instantaneous frequency.    
 Furthermore in 2011, Kubankova and Kubanek [15] 
successfully developed a digital modulation classifier that 

employed the maximum value of the spectral power density 
of the normalized-centered instantaneous amplitude of the 
received signal as the distinguishing feature keys to 
discriminate between ASK, 2FSK, 4FSK, MSK, BPSK, 
QPSK and 16QAM digital modulations used in modern 
communication technologies. The developed recognizer was 
tested with simulated and measured signals corrupted by 
white Gaussian noise. The results show that for higher SNR 
of 15 dB, the measured signals are correctly recognized only 
with slightly lower probability than the simulated ones. 
 
2.3 Review of selected joint and digital modulated signals 
recognition algorithms  
In 1985, Jondral [16] proposed a modulation recognizer that 
utilized the pattern recognition method for the noise signal 
and two types of analog modulated signals namely AM and 
SSB as well as for four types of digitally modulated signals 
namely 2ASK, 2FSK, 4FSK and 2PSK. In developing the 
joint analog-digital recognizer, the feature keys employed 
were extracted from instantaneous amplitude, phase and 
frequency. Similarly, in 1998, Nandi and Azzouz [17] 
introduced two separate algorithms for joint analog and 
digital modulations recognition. The first algorithm 
developed by these authors utilized the decision-theoretic 
approach while the second algorithm developed utilized the 
ANN as a new approach. The joint analog-digital 
modulations recognition were developed to recognize joint 
AM, DSB, VSB, LSB, USB, FM and combined modulated 
signals analog modulations and  2ASK, 4ASK, 2FSK, 
4FSK, 2PSK and 4PSK digital modulations. The feature 
keys used in the two proposed algorithms were extracted 
from the instantaneous amplitude, instantaneous phase and 
instantaneous frequency of the signals except the signal 
spectrum symmetry key which was extracted from the radio 
frequency (RF) signal spectrum. Evaluation of the two 
algorithms revealed that the ANN algorithm outperformed 
the decision-theoretic method with overall success rate over 
96% against over 94% at SNR values of 15 dB.  Also, in 
2005, Dobre et al [18] developed a different joint analog and 
digital AMR algorithm based on a set of five feature keys 
obtained from the baseband of the received signal. The 
algorithm was used to discriminate the following pool of 
analog and digital modulations: AM, DSB, USB, LSB, 
BPSK, QPSK, 8PSK, 16QAM and 32QAM 
 In this paper we propose a new combined analog and 
digital AMR based on a set of eight feature keys. Seven of 
these feature keys were derived from the instantaneous 
amplitude and the instantaneous phase of the simulated 
signals while the eighth feature key was derived from the 
signal spectrum symmetry of the RF signal spectrum of the 
simulated signal. The proposed algorithm is applied to 
discriminate the following combined analog and digital 
modulations: 2ASK, 4ASK, 2FSK, BPSK, QPSK, AM, 
DSB, SSB, FM, orthogonal frequency division multiplexing 
(OFDM), 16QAM and 64QAM. In comparison with the 
three earlier work [16-18] on joint or combined analog and 
digital modulations recognition, the algorithm proposed in 
this study is the only one that includes 64 state QAM and 
OFDM. The detailed information on the procedure involved 
in developing the proposed algorithm for this study is 
presented in next section. 
 
3. The AMR Developmental Stages   
 
In this study, the PR approach or methodology for 
developing AMR was employed. Hence, the activities under 
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the two subsystems in PR approach for AMR development 
were strictly observed. Detailed information on activities 
involve in the two subsystems are presented in the following 
subsystems.  
 
3.1 AMR pattern recognition approach first subsystem   
This subsystem is known as the feature keys extraction 
subsystem. It deals with the extraction of feature keys that 
will be used as input to the classifier in the second 
subsystem. This subsystem is in essence an AMR 
development because its success has a significant effect on 
the accuracy of the desired AMR. Hence, in developing the 
AMR for this study, a total of eight feature keys were used. 
Seven of the keys were extracted from information hidden in 
the instantaneous amplitude and the instantaneous phase of 
the combined simulated modulated signals. The last feature 
key was derived from the information hidden in the signal 
spectrum symmetry of the RF signal spectrum of the 
simulated signal. These feature extraction keys had been 
used in some earlier studies in the literature. However, there 
are no such studies that used all the eight keys together as 
used in this study.  
 The first feature extraction key used is 

 
γ max , which 

represents the maximum value of the power spectral density 
of the normalized instantaneous amplitude of the signal, or, 
simply put, as the squared Fourier transform of the 
normalized signal amplitude. It is defined in [25, 26] as;  
 

  
γ max = max

DFT acn i( )( ) 2

N
                                    (1)   

 
where  N is the number of samples per segment and 

 
acn i( )  

is the value of the normalized-centered instantaneous 
amplitude of the signal at time instants 

   
t = i

fs
i = 1,2,!,N( ) ,  fs is the sampling frequency (Hz) 

and 
 
acn i( )  is defined as: 

 

  
acn i( ) = an i( )−1                                     (2) 

 
 and; 
 

 
an i( ) = a i( )

ma

                                            (3) 

 
where  ma  is the average value of the instantaneous 
amplitude evaluated over one segment. It is defined as: 
 

  
ma =

1
N

a i( )
i=1

N

∑                                       (4) 

 
 The second feature extraction key used is,

 
σ dp , which is 

the standard deviation of the direct instantaneous phase of 
the of the simulated signal. It extracts information from the 
instantaneous phase of the simulated signal. 

 
σ dp  is defined 

in [25,26] as;  
 

  

σ dp =
1
C

ϕNL
2 ( i )

an ( i )>at

∑
⎛

⎝
⎜

⎞

⎠
⎟ −

1
C

ϕNL i( )
an i( )>at

∑
⎛

⎝
⎜

⎞

⎠
⎟

2

                (5)                                                                 

 
where  ϕNL( i ) is the value of the non-linear component of the 
instantaneous phase at time instants  t ,  C is the number of 
the samples in 

 
ϕNL( i ) , and  at is the threshold. 

 The third feature extraction key used is for measuring the 
spectrum symmetry around the carrier frequency. This 
feature extraction key is based on the spectral powers for the 
lower and upper sidebands of the simulated signal. The key 
is defined in [2,25,26] as;  
  

 
P =

PL − PU

PL + PU

                                                          (6)  

  
where  
 

  
PL = Xc( i )

2

i=1

fcn

∑  and
  
PU = Xc( i + fcn +1)

2

i=1

fcn

∑        (7)                                                           

 
where  XC ( i )  is the Fourier transform of the intercepted 

signal,   ( fcn +1) is the sample number corresponding to the 

carrier frequency  fc and  fcn  is defined as 
 

  
fcn =

fc N
fs

! 1                                     (8)  

 
The fourth feature extraction key employed for the 
development of the AMR recognizer for this study is   v20 , 
which is the combined or mixed order moments. Based on 
the Joint Power Estimation and Modulation Classification 
algorithm, 

  
v20  is defined mathematically in [29] as;    

 

  

v20 =
M4,2 y( )
M2,1

2 y( ) =
E y n( ) 4!

"
#
$

E y n( ) 2!
"

#
$

=
m20

S
N( )2

+ 4 S
N( )+ 2

S
N( )2

+ 2 S
N( )+1

     (9)                                  

 
where  
 

  
m20 =

M4,2 u( )
M2,1

2 u( ) = 2k20                                     (10) 

 
 The theoretical values of 

  
k20  for 16-QAM, 64-QAM and 

OFDM employed in this study according to [30] are 1.312, 
1.378 and 2.0 respectively.  
 The fifth feature extraction key employed in this study is 
signal power key denoted as  β .  This key was used to 
discriminate between a signal with complex and real signals 
components. Mathematically, it is defined in [18] as; 

  

! =
rQ

2 t( )dt
" #

#

$
rI

2 t( )dt
" #

#

$
                                                        (11) 
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where 
 
rQ t( )  and 

 
rI t( )  are the quadrature components, while 

indexes  I  and  Q stand for in-phase and quadrature 
component respectively. 
 The sixth feature extraction key used is the mean value 
of the amplitude designated as X . It is defined 
mathematically by [31] as: 
 

  
X = 1

N
An

n=1

N

∑                                                   (12) 

 
where  An  is the instantaneous amplitude. This key was used 
to discriminate between 16-QAM as a subset and 64-QAM 
as the other subset. 
 The seventh feature key used in this study is 

 
σ ap , which 

is the standard deviation of the absolute value of the non-
linear component of the instantaneous phase. It is defined in 
[26] as: 

  
σ ap =

1
C

ϕNL
2 ( i )

an ( i )>at

∑
⎛

⎝
⎜

⎞

⎠
⎟ −

1
C

ϕNL( i )
an ( i )>at

∑
⎛

⎝
⎜

⎞

⎠
⎟

2

           (13)                                                          

 
 
where  ! NL( i ) is the value of the non-linear component of the 

instantaneous phase at time instants 
 
t = i

fs
,  C is the 

number of the samples in  ! NL( i ) , and  at is the threshold.  
 The eighth feature extraction key used in developing the 
AMR for this study is  σ aa . It is the standard deviation of the 
absolute value of the normalized instantaneous amplitude of 
the simulated signal. It is defined as in [26]: 
 
 

 
  
σ aa =

1
N

acn
2 i( )

i=1

N

∑⎛⎝⎜
⎞
⎠⎟
− 1

N
acn i( )

i=1

N

∑⎛
⎝⎜

⎞
⎠⎟

2

                     (14)    

 
This feature keys extraction activity was carried out in 
MATLAB environment. The graphical representations of the 
eight keys from the MATLAB environment are shown in 
Fig. 1(a-h). 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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(g) 

 
(h) 
Fig. 1. Variation of (a) maxγ , (b) dpσ , (c) P , (d) 20v , (e) 

β , (f) Mean, X,  (g) apσ  and (h) aaσ  with SNR for 

combined analog and digital modulated signals 
 
 
3.2 AMR pattern recognition approach second subsystem   
 
The activities in this subsystem are basically on the actual 
development and training of the proposed classifiers, which 
process those extracted feature keys and determine the 
modulation type of the received signal according to a pre-
designed decision rule. The classifiers were developed using 
an ANN, which is defined in [32] as an abstract 
representation of the biological nervous system. It consists 
of a collection of neurons that communicate with each other 
through axons. It is basically an adaptive system, which the 
interesting attributes it exhibits makes it capable of learning, 
adapting and generalizing.   Artificial neural networks 
(ANNs) are classified according to either their architecture 
or the learning (training) algorithm.   
 According to their architecture, ANNs can be classified 
as either feed forward networks or recurrent networks. When 
ANNs are classified based on the learning or training 
algorithm employed, it can be supervised learning, 
unsupervised learning or reinforcement learning. The ANN 
architecture that was used for this study is a feed-forward 
backpropagation network, which is also known as multi-
layer perceptron (MLP) while the training method used is 
the supervised learning method. The architecture of the 
developed classifier is shown in Fig. 2 having the statistical 
feature extracted keys plotted in Fig. 1(a)-(h) as the inputs. 
The MLP consists of one input layer, one hidden layer of 
computational nodes or neurons, and one output layer of 
computational neurons. All the neurons are fully connected, 
as shown in Fig. 2. Eight neurons were used at the input 
layer corresponding to the number of input features, and 
fifteen neurons were used at the hidden layer. The network 

has twelve neurons at the output layer corresponding to the 
number of targets; that is the twelve combined analog and 
digital modulation schemes. The specifications for the 
developed AMR classifier are shown in Table 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Table 1. Specifications for the developed AMR  
Item Parameters Value 
1. Type of neural network 

architecture 
Feed-forward 

2. No. of neurons in input layer  8 
3. No. of neurons in hidden 

layer  
15 

4. No. of neurons in output 
layer  

12 

5. Coefficient of weight-decay  0.01 
6. Activation function in 

hidden layer 
tanh 

7. Activation function in output 
layer 

logistic 

8. Maximum number of epochs 150 
9. Performance function Mean Square Error 

(MSE) 
10. Learning algorithm SCG and 

CONJGRAD 
 
 During the training or learning process, input vectors and 
corresponding target vectors are used to train the network 
until it can classify the modulation schemes in an 
appropriate way. A total of 6000 data sets, with eight inputs 
and twelve target output, were used in developing the AMR 
classifiers for this study. The procedures followed to train 
the developed AMR classifiers are highlighted as follows: 
 The 6000 total generated data, consisting of inputs and 
target vectors, were imported into a MATLAB environment 
from an Excel spreadsheet. The loaded data were normalized 
and randomly sorted. The loaded data were partitioned into 
training, validation and testing data sets. Fifty percent of the 
generated data were used for the network training. The 
training data set was used to update the weights of the 
network. The network training was done until the MSE, 
which was used as the performance function, was minimal. 
Twenty-five percent of the total data were used to validate 
that the network was able to generalize. The last twenty-five 
percent of the total data were used as a completely 
independent test data to test the network generalization. 
 Finally, the AMR classifiers were developed. A feed-
forward network with non-linearity activation functions of 
tan-sigmoid (tanh) and logistic (log-sigmoid) were used in 

Fig. 2: Multilayer Feed-Forward Network 
Architecture for the developed AMR 
 

aaσ
 

!
 

!
 

!
 

maxγ
 
dpσ

 P  

20v
 β
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the hidden and output layers respectively in order to 
introduce non-linearity into the network because without 
non-linearity, the network will not be more powerful than 
plain perceptrons. The MLP was trained using SCG and 
CONJGRAD training algorithms. The two training 
algorithms were chosen not only to fulfil the main objective 
of this study but also because of their observed advantages 

in pattern recognition using ANNs. For instance, SCG was 
chosen because of its modest memory requirements with 
high accuracy and speed due to inexpensive calculation of 
the gradient information [33]. Similarly, the CONJGRAD 
training algorithm was chosen because it is also known to be 
a fast training algorithm with numerical efficiency and very 
low memory requirement [34].   

  
 
Table 2. Developed AMR success recognition rate when trained with SCG  

Modulation scheme Performance of success recognition rate at different SNR value using 15 hidden neurons and 150 
training cycles on additive white Gaussian noise (AWGN) channel  

- 5 dB 0 dB 5 dB 10 dB 15 dB 20 dB 
2ASK 97.55 99.46 99.66 99.84 99.91 99.97 
4ASK 96.79 97.77 98.68 99.47 99.94 99.98 
2FSK 99.22 99.65 99.79 99.84 99.97 99.99 
BPSK 99.85 99.89 99.93 99.97 99.98 99.99 
QPSK 99.54 99.64 99.88 99.92 99.97 99.98 
AM 99.91 99.93 99.94 99.96 99.98 100.00 
DSB 99.84 99.87 99.90 99.95 99.97 99.98 
SSB 99.91 99.95 99.97 99.98 99.99 99.99 
FM 99.93 99.95 99.96 99.97 99.99 99.99 

OFDM 99.81 99.89 99.94 99.96 99.97 99.98 
16QAM 98.89 99.15 99.88 99.91 99.95 99.99 
64QAM 98.75 98.97 99.75 99.89 99.93 99.97 

Overall success rate (%)  
99.17 

 
99.51 

 
99.77 

 
99.89 

 
99.96 

 
99.98 

Average operational time = 4.07 ms 
 
 
Table 3. Developed AMR success recognition rate when trained with CONJGRAD 

Modulation 
scheme 

Performance of success recognition rate at different SNR value using 15 hidden neurons and 150 
training cycles on additive white Gaussian noise (AWGN) channel 

- 5 dB 0 dB 5 dB 10 dB 15 dB 20 dB 
2ASK 87.10 99.91 99.94 99.97 99.99 99.99 
4ASK 82.21 99.87 99.91 99.96 99.98 99.99 
2FSK 99.56 99.88 99.93 99.95 99.98 99.99 
BPSK 99.92 99.95 99.96 99.97 99.99 100.00 
QPSK 99.42 99.76 99.84 99.96 99.98 99.99 
AM 99.57 99.89 99.94 99.97 99.98 99.99 
DSB 97.87 99.82 99.93 99.95 99.97 99.98 
SSB 99.90 99.94 99.95 99.97 99.99 100.00 
FM 99.93 99.95 99.97 99.98 99.99 99.99 

OFDM 99.48 99.91 99.94 99.96 99.98 99.98 
16QAM 98.46 99.87 99.84 99.92 99.97 99.98 
64QAM 93.66 98.91 99.65 99.87 99.94 99.99 

Overall success 
rate (%) 

 
96.42 

 
99.81 

 
99.90 

 
99.95 

 
99.98 

 
99.99 

Average operational time = 10.64 ms 
 
      

4. Results and Discussions    
 
This section is divided into two subsections. In the first 
subsection, the effects of the two training algorithms used on 
the performance of the propose AMR classifiers are 
presented and analysed. In the second subsection, the 
performance evaluation of the propose AMR classifiers are 
further assessed by comparing their overall success 
recognition rates using the two training algorithms employed 
with another study on joint analog and digital AMR 
classifier. The results of the two comparative studies are 
presented and discussed using tables and figures 
 

4.1 Effect of training algorithms on the propose AMR 
classifiers    
After the development and training of the developed AMR 
classifiers, their performances were evaluated using 25% of 
the total generated data as a test data set. The performance 
evaluations were investigated on different SNR values of -5, 
0, 5, 10, 15 and 20 dB, using the SCG and the CONJGRAD 
training algorithms. The success recognition rates and the 
average operational time taken when the AMR classifiers 
were run for 150 cycles, using the two training algorithms, 
SCG and CONJGRAD, with the same test input data sets are 
presented in Table 2 and Table 3 respectively.  
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 The results of the performance evaluation of the 
developed AMR classifiers with the two training algorithms 
show, that the AMR classifiers could correctly and 
accurately classify the twelve combined analog and digital 
modulation schemes considered with an average success rate 
above 99.0% for all the simulated signals with SNR values 
from 0 dB upward without a priori knowledge of the signals 
parameters. However, for signal at –5 dB SNR, the 
performances varied slightly and where the SCG classifier 
outperformed that of CONJGRAD.  In addition, with the 
two training algorithms employed, the results obtained show 
a progressive increase in the success recognition rates as the 
SNR value increases. However, apart from the observed 
variation in success recognition rates of these two training 
algorithms when the same sets of testing data are used, one 
significant difference between the two classifiers developed 
with these two training algorithms is in their operational 
time taken. The comparative results on operational time 
taken show that SCG classifier acts faster than CONJGRAD 
classifier with average operational time taken of about 4.07 
milliseconds, while that of CONJGRAD classifier is above 
10.00 milliseconds. These variations in recognition values as 
well as the significant difference in their average operational 
time taken for the two classifiers under the same conditions, 
confirms that different training algorithms contribute 
significantly to ANN classifier performance. 
 A further comparative analysis was also performed in 
order to measure the performance of the two training 
algorithms quantitatively. This was done by plotting the 
operating characteristic curves for the two training 
algorithms as shown in Fig. 3. From this graph, it is 
observed that apart from the SNR value – 5 dB where SCG 
classifier outperforms CONJGRAD classifier, the 
CONJGRAD classifier outperforms SCG classifier in all the 
other five SNR values considered. The graph also revealed 
that apart from the faster response rate observed with the 
classifier developed using SCG training algorithm, its 
successive recognition rate is slow compared with that of the 
CONJGRAD classifier as the SNR values increase. The 
results of this study, therefore, established the fact that ANN 
classifier developed by SCG training algorithm responded 
faster than the corresponding one developed by 
CONJGRAD training algorithm. However, the classifier 
developed by CONJGRAD training algorithm exhibits better 
classification efficiency than the classifier developed using 
SCG training algorithm. Hence, in an application where 
speed is the priority, SCG training algorithm will be 
preferred. On the other hand, if classification efficiency is 
the priority, it is advisable to employ CONJGRAD training 
algorithm.  

 
Fig. 3. SCG and CONJGRAD operating characteristic curves 
 
 

4.2 Comparison with previous study     
In order to evaluate the performance of the two AMR 
classifiers developed in this study, their overall success 
recognition results were compared with the results obtained 
from a similar classifier for automatic recognition of joint 
analog and digital modulation schemes. Specifically, the 
reference classifier used is characterized by (i) equal value 
of SNR; (ii) same set of modulation schemes, and (iii) 
absence of any a priori knowledge assumption on the signal 
characteristics. However, the differences between this study 
and the reference study reported in [35] are differences in 
feature keys employed and approach employed in 
developing the classifier. While our study uses eight distinct 
feature keys to discriminate between twelve combined 
analog and digital modulation schemes using PR approach, 
the classifier developed in [35] used three distinct feature 
keys to discriminate between nine joint analog and digital 
modulation schemes using the DT approach.  
 Apart from the similarities between the classifiers 
developed in this study and that developed in [35] that 
enhance the possibility of comparing the classifiers, the 
choice of [35] was made because it provides an opportunity 
to compare the results obtained from classifier developed 
using the PR approach with the DT approach. The latter is 
currently acclaimed as the approach that gives the most 
optimal result. The comparative overall success recognition 
rates of the classifiers proposed in this study with the two 
training algorithms and classifier developed in [35] are 
presented in Fig. 4. Excluding 2FSK and QPSK that were 
100% recognized in [35] and over 99.80% recognized in this 
study, all other similar modulation schemes (AM, FM and 
BPSK) considered were recognized with higher success 
recognition rates than results presented in [35]. This shows 
that the two classifiers in this study perform favourably with 
previous classifiers surveyed literature. The result of the 
comparative overall success recognition rates also shows 
that the procedures involved in developing the two 
classifiers in this study are accurate. Furthermore, the result 
of the overall success recognition rates in the comparative 
study supports the observation made by [4] that if the PR 
approaches are carefully designed, they can achieve nearly 
optimal performance.  
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Fig. 4. Success recognition rate comparison between the present work 
and reference work in [35] at equal SNR = 10 dB 
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5. Conclusion 
 
This paper presents the overall procedural stages involved in 
developing and evaluating joint automatic analog and digital 
modulation classifiers that classify combined analog and 
digital communication signals without any a priori 
knowledge of the modulation schemes of the signals using a 
PR approach. The classifier evaluation is done using 
extensive simulations of twelve combined analog and digital 
modulated signals. The sample results of SNRs introduced at 
– 5, 0, 5, 10, 15 and 20 dB for the considered combined 
analog and digital modulated signals without any pre-
knowledge of the modulation schemes and modulation 
parameters, show that the developed classifiers are accurate 
and reliable. The sample results for the two classifiers 
developed with the two training algorithms employed show 
good success recognition performance with an average 
overall recognition rate above 99.50% at SNR value from 0 
dB and above, and an average overall recognition rate 
slightly above 99.00% and 96.40% respectively at – 5 dB 
SNR value for SCG trained classifier and CONJGRAD 
trained classifier.       
 Likewise, the comparative investigation carried on the 
effect of the training algorithms on the performance of the 
developed ANN classifiers in this study shows that different 
training algorithms have different impacts on an ANN 
classifier. The comparative results show that while the 
classifier developed using the SCG training algorithm shows 
faster response rate than the classifier developed using the 

CONJGRAD training algorithm, the CONJGRAD trained 
classifier shows better progressive recognition efficiency 
than that developed using the SCG training algorithm. 
Furthermore, the comparison assessment carried out to 
evaluate the performance of the classifiers developed in this 
study using the PR approach, and the previous study that 
uses the DT approach, shows that the developed classifiers 
for this study perform favourably with the study that uses the 
DT approach. The performance of the two classifiers 
developed for this study therefore demonstrate that 
classifiers developed using a PR approach can compare 
favourably with classifiers developed using a DT approach 
when well designed.   
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