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Abstract 
 

The beltline region of the reactor pressure vessel (RPV) is subject to an extreme radiation, temperature, and pressure 
environment over several decades of operation; therefore it is necessary to understand the mechanisms through which 
radiation damage occurs and how it affects the mechanical and chemical properties of the RPV steel. Chemical rate 
theory is a mean field rate theory simulation model which applies chemistry to the evaluation of irradiation-induced 
embrittlement. It presents one method of analysis that may be coupled to other distinct methods, in order to analyze 
defect formation, ultimately providing useful information on strength, ductility, toughness and dimensional stability 
changes for effects such as embrittlement, reduction in ductility and toughness, void swelling, hardening, irradiation 
creep, stress corrosion cracking, etc. over time as materials are subjected to reactor operational irradiation. This paper 
serves as a brief review of rate theory fundamentals and presents several examples of research that exemplify the 
application and importance of rate theory in examining the effects of radiation damage on RPV steel.  
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1. Introduction 
 
During the lifetime of a nuclear reactor, the reactor pressure 
vessel (RPV) experiences almost constant irradiation, 
particularly in the beltline region. As a result of this 
radiation bombardment, interstitials and vacancies aggregate 
in the crystal lattice and form extended defects, such as 
dislocation loops and voids. The dislocation loops and voids 
alter the macroscopic properties of the RPV steel and result 
in embrittlement and swelling. Radiation damage resistance 
can be improved by enhancing interstitial-vacancy 
recombination. Interstitial-vacancy recombination restores 
the crystal lattice and prevents these negative macroscopic 
mechanical changes in the material. Therefore, the formation 
of point defects and the recombination of interstitials and 
vacancies are competing processes.  
 Chemical rate theory may be utilized to describe the 
interplay between the formation of dislocation loops and 
voids and interstitial-vacancy recombination. This 
methodology incorporates the production rate of Frenkel 
pairs and interstitial-vacancy formation. The production rate 
of point defects is dependent on the amount of energy 
transferred to the lattice atoms by incident radiation (e.g. 
neutron, ion, electron). A review of the primary radiation 
damage formations of concern for RPVs—mainly 
displacement cascades—are presented in this paper. 
However, this paper is not meant to serve as a complete 
review of radiation damage theory, rather an outline of the 
primary modes of damage that are of concern with an 
emphasis on chemical rate theory.  

Radiation damage effects on the structure and properties 
of materials became an increasingly popular area of research 
in the 1940s. In 1946, Wigner indicated the possibility of a 
damaging effect on material properties at high neutron 
fluxes, which was then later experimentally confirmed 
[1,2,3]. A decade later, Konobeevsky et al. discovered 
irradiation creep in fissile metallic uranium, which was then 
also observed in stainless steel [4, 5]. During the 1950s and 
1960s great progress was made in the examination of 
crystalline defects from radiation exposure. It was 
recognized that atoms in solids migrate via vacancies under 
thermal equilibrium conditions and via vacancies and self-
interstitial atoms under irradiation [6]. In addition, during 
this time it was discovered that bombardment with energetic 
particles generates high concentrations of defects compared 
to equilibrium values, giving rise to radiation-enhanced 
diffusion [6].   

By 1966, the interaction of various energetic particles 
with solid targets was understood very well, e.g. Kinchin 
and Pease model [7]. The primary radiation damage 
produced in materials was thought to consist of only Frenkel 
pairs, and it was believed that this damage would not result 
in serious long-term consequences in irradiated materials. 
This idea was correct to the extent that Frenkel pairs are 
mobile at operational temperatures common for irradiated 
reactor materials; self-interstitial atoms move and 
recombine, thereby restoring the crystal structure. For the 
most part, experiments confirmed this, and the defects did 
recombine. However, 1% of defects survived and formed 
vacancies, self-interstitial atom loops, and other defects [6]. 
Even though this is a minute fraction, the defects created in 
the irradiated material had a dramatic impact on their 
microstructure [8]. The discovery that these vacancies and 
self-interstitial atom loops greatly affect material behavior 
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initiated a series of theoretical and experimental studies on 
the effects of radiation damage in reactor materials (such as 
RPV steel).  

Shortly after the discovery of swelling in stainless steels, 
it was found that damage accumulation can occur with 
irradiation of any particle, given that the recoil energy is 
greater than the displacement threshold value Ed 
(approximately 30 to 40 eV for metals) [6]. Furthermore, it 
was determined that after irradiation, the microstructures of 
various materials were very similar, consisting of voids and 
dislocation loops. One crucial realization was that the 
microstructure developed under 1 MeV electrons (which 
produced Frenkel pairs only) was similar to that formed 
under irradiation with fast neutrons or heavy ions, which 
generate more complicated primary radiation damage [9]. 
All of these developments resulted in an idea that three-
dimensional migrating point defects are the main mobile 
defect for any type of radiation. This assumption is the 
foundation of the initial kinetic models based on reaction 
rate theory (RT) [6]. The initial kinetic models are based on 
a mean-field approximation (MFA) of reaction kinetics with 
the production of only three-dimensional migrating Frenkel 
pairs [6]. The 3D migrating Frenkel pair models were 
developed in an attempt to explain the different phenomena 
observed in materials: radiation induced hardening, creep, 
swelling, radiation induced segregation and second phase 
precipitation. The methodology of this model is useful in the 
development of radiation damage theory, however it is valid 
for only 1 MeV electron irradiation.  

Further discoveries were made that contradicted the 
predictions made by the 3D migrating Frenkel pair models—
void super-lattice formation and the micro-scale regions of 
enhanced swelling near grain boundaries [10—14]. The void 
super-lattice formation and the micro-meter scale regions of 
swelling near grain boundaries proved that for neutron and 
heavy-ion radiation, the material microstructure evolves 
differently than what the 3D migrating Frenkel pair model 
had predicted. The 3D migrating Frenkel pair model views 
irradiation defect voids, dislocations, and second phase 
particles as being random [6]. Furthermore, the length scales 
available for the 3D Frenkel pair model do not correlate 

(they are an order of magnitude smaller) with the 
micrometer scale heterogeneities observed at the grain 
boundaries [6]. This indicated that the mechanisms of 
cascade damage for fast neutron and heavy ion irradiation 
differ from what the 3D migrating Frenkel pair model 
assumes.  

Another model, the production bias model (PBM), arose 
in the 1990s by Woo and Singh [15-16]. The PBM model 
has evolved to explain high swelling rates at low dislocation 
density and grain boundaries and grain-size effects on void 
swelling and void lattice formation [17-27]. One advantage 
of PBM over the 3D migrating Frenkel pair model is the two 
features of the cascade damage: (1) the production of point 
defect clusters, in addition to single point defects, directly in 
displacement cascades, and (2) the 1D diffusion of single 
interstitial atom clusters, in combination with the 3D 
diffusion of point defects [6]. However, the PBM is limited 
in its application to low irradiation doses of less than 1dpa 
and the analysis of pure metals.  

Despite its limitations at low doses, the PBM model can 
be applied at higher doses because it predicts a saturation of 
void size, due to the mixture of 1D and 3D diffusion-
reaction kinetics under cascade damage conditions [18, 28]. 
Experimental work has shown unlimited void growth at high 
doses in most materials [29—32]. The PBM model fails to 
account for the indefinite void growth under cascade 
irradiation and explain the swelling saturation observed in 
void lattices [6]. Instead, the PBM predicts higher swelling 
rates in void lattices than in random void arrangements, due 
to the free channels between voids along close-packed 
crystal directions [24]. These “free channels” allow 1D 
migrating self-interstitial atoms an escape route to 
dislocations, thereby allowing 3D migrating vacancies to be 
stored in voids [32]. Figure 1 provides an overview of the 
time and size scales for which several of these methods are 
relevant and useful, in addition to the relevant phenomena 
scales. This article briefly reviews key concepts for radiation 
damage and chemical rate theory, and presents an overview 
of current research that has applied chemical rate theory to 
study neutron irradiation damage effects in RPV steel.  

 
 

 
Fig. 1. Various radiation associated phenomena and methods to examine them. [1] 
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2. Radiation Damage and the Evolution of Rate Theory 

 
Atomic displacement results when a material is irradiated 
with energetic particles. Displacement cascades have 
temperature and energy as the primary statistical variations 
[1]. Secondary statistical variables are the microstructural 
length scales, surfaces, material structure (BCC, FCC, HCP), 
and any pre-existing radiation damage [1]. The cumulative 
effect of atomic displacement is the development of a pre-
existing microstructure and the formation of new defect 
structures. For example, radiation can induce Frank-faulted 
dislocation loops, second phase precipitates, cavity 
formation, and void formation in austenitic stainless steel 
[1]. Displacement cluster formation can also affect the 
mechanical properties of the metal like strain. Dense 
formation of defect microstructures at lower temperatures 
leads to increased hardening [1]. This phenomenon is 
particularly important for reactor pressure vessels (RPV). 
For example, the fracture toughness of an 800-ton RPV is 
severely degraded by radiation-induced defect structure with 
a size scale of 2—5nm [1]. 

Fission reactions are one source of primary radiation 
damage in reactor systems. Fission fragments are heavy 
charged particles that recoil from fission events. They have a 
peak atomic mass of 90 amu and 140 amu, an energy range 
of 80-100 MeV and a limited range of travel [1]. Fission 
fragments primarily impact the fuel (e.g. UO2) so they will 
not cause significant damage to the RPV steel. High-energy 
neutrons (neutrons with energy greater than 1.0 MeV) and 
thermal neutrons (neutrons with energy less than 0.5 eV, 
kTroom=0.025eV) generate displacements in the steel. High-
energy neutrons have a fission spectrum up to 20 MeV, with 
a peak at 0.65 MeV [1] and a displacement cross-section 
minimum at 1 keV (elastic scattering limit) for iron. Thermal 
neutrons produce low energy recoils from 𝑛, 𝛾  capture 
reactions at the 100 eV scale in steel [1].  

High-energy electrons, with energies up to several MeV, 
are produced by Compton scattering of fission gamma rays 
and cause displacement damage in the RPV steel. Similar to 
thermal neutrons, the high-energy electrons generate low 
energy recoils through elastic scattering [1]. Displacement 
from thermal electrons or neutrons can be significant to 
High Flux Isotope Reactor (HFIR), heavy water, or graphite 
moderated RPVs [1]. Lastly, a major source of radiation 
damage in RPV steels is nuclear transmutation products and 
solid products. For example, transmutation products of 
hydrogen and helium gas are produced from (𝑛, 𝑝) and 
𝑛,𝛼  reactions, and solid products are produced via 𝑛, 𝑝  
𝑛,𝛼 , 𝑛, 2𝑛  and 𝑛, 𝛾  reactions with subsequent 𝛽 decay 

[1]. The differences in neutron flux levels and energy 
spectrums result in distinct atomic displacement rates and 
primary knock-on atom (PKA) energy spectrums, 
respectively. The coolant alters the neutron energy spectrum, 
particularly at lower energies. High-energy neutrons, on the 
other hand, are influenced by the neutron source. The dpa 
cross section also exhibits energy dependence. The 
electronic stopping power is generally ignored for neutron 
irradiation of metals. The ratio of electronic to nuclear 
stopping power influences damage evolution in ceramics [1].  

 
 

3. Radiation Damage Theory   
 
Transition state theory (TST), or chemical reaction rate 
theory, is a method for calculating reaction rates. Radiation 

damage theory uses TST as a tool to describe reactions 
involving radiation produced defects, but cannot be reduced 
to it. This is true for the mean-field models and kinetic 
Monte Carlo (kMC) models that are also used to simulate 
radiation effects. Earlier models, such as the 3D migrating 
Frenkel Pair (FP3DM) model, failed to account for the 
discrepancy with experimental data, and therefore did not 
produce a significant contribution to the understanding of 
neutron irradiation effects on materials. Simulations that use 
the kMC model can be applied to obtain process information 
on a small time and length scale, however they cannot 
replace radiation damage theory for large-scale applications 
[6]. Radiation damage theory will continue to use reaction 
rate theory.  

The mean field approximation is an important 
approximation for reaction rate theory. Mean field 
approximation (MFA), replaces all interactions for a many-
body system with one interaction [6]. MFA is used in many 
areas of physics, for example, ab initio and continuum 
models. For radiation damage, MFA is used to describe 
diffusion and interactions between defects in a self-
consistent way. Primary radiation damage for the MFA is 
generated by mobile vacancies, self-interstitial atoms, self-
interstitial atom clusters, and immobile defects [6]. 
Approximations such as this one are required, as 
microstructural evolution is too complex. 

 
3.1 Defect Productions and the Norgett-Robinson-

Torrens (NRT) Model   
When energetic particles interact with a solid target, they 
create primary knock-on (recoil) atoms (PKAs) by scattering 
with either incident radiation, e.g. electrons, neutrons, 
protons, or accelerated ions [6]. Some of the kinetic energy 
of the PKA, EPKA, is transferred to electron excitation. The 
energy that is not transferred to electron excitation, Td, is 
dissipated in elastic collisions between atoms. If Td exceeds 
the threshold displacement energy, Ed, for the target 
material, vacancy-interstitial pairs known as Frenkel pairs 
are generated. In the model proposed by Norgett et al. the 
total number of displaced atoms is proportional to the 
damage energy [33]: 

 
𝑣 𝐸 = 0.8 !

!"# !
!!!

      (1) 
 
The total production rate of displacements per atom, dpa, 

symbolized at GNRT, is calculated by integrating the flux of 
incident particles 𝜑 𝐸  [33]:  

 
𝐺!"# = d𝐸𝜑 𝐸!

!
!" !,!
!!

𝑣 𝐸 𝑑𝐸!!"#

!!
     (2) 

 
Note that 𝜎 𝐸,𝐸  is the cross-section of reactions, in 

which an incident particle transfers energy 𝐸 to an atom, and 
𝐸!"# is the maximum transferable energy [6]. The 
maximum transferable energy for a head on collision of a 
non-relativistic projectile of mass “m” and a target atom 
with mass “M” is given by [6]: 

 
𝐸!"# = !!"

!!! ! 𝐸       (3) 
 
For relativistic electrons, the maximum transferable 

energy to an atom is given by [6]: 
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𝐸!"# = !!!

!
!

!!!!
𝐸      (4) 

 
Note that 𝑚! is the electron rest mass, and 𝑐 is the speed 

of light in m/s. This model—the NRT model—is accepted as 
an international standard for quantifying the number of 
atomic displacements produced under cascade damage 
conditions [6]. However, the NRT model cannot be used to 
characterize the defects formed during the collision phase 
and survive at the end of the cool-down phase of cascades. 
This is because the NRT model is based on isolated binary 
collisions.    

 
3.2 Characterization of Cascade-Produced Primary 

Damage   
Depending on the type of incident radiation and energy, one 
must use a model other than the NRT model to characterize 
cascade-generated primary radiation damage. The NRT 
displacement model is correct for 1 MeV electrons, which 
produce only low-energy recoils, thus they generate Frenkel 
Pairs [6]. For higher recoil energies, the damage is produced 
in the form of displacement cascades. Displacement 
cascades change the production rate and the type of defects 
made. Molecular dynamics (MD) simulations have been 
used to investigate the cascade process [34, 35].  

For incident radiation with energy greater than 0.5 keV, 
displacements are produced in cascades, which consist of 
collisions and cooling-down (recombining) [6]. A large 
fraction of defects are generated during the cooling-down 
stage of collision state of cascade recombination. The 
fraction of defects that did not recombine decreases with 
increasing PKA energy up to 10 keV [6]. Around 10 keV 
there is saturation at a value of approximately 30% of the 
NRT value [6]. At the end of the cooling stage, self-
interstitial atoms and vacancy clusters are formed. The 
fraction of defects in clusters increases with increasing PKA 
and is slightly greater for face-centered cubic (fcc) copper 
than bcc iron [6]. The self-interstitial atom clusters produced 
can be either glissile or sessile [6]. Glissile clusters with a 
large enough size—greater than 4 self-interstitial atoms in 
iron—migrate in 1D along close-packed crystallographic 
directions with a low-activation energy [36, 37]. The 
vacancy clusters created can be mobile or immobile vacancy 
loops, stacking-fault tetrahedral in fcc materials, or loosely 
correlated 3D arrays in bcc materials [36].  

Cascade damage has several features: the generation 
rates of single vacancies and self -interstitial atoms are not 
equal and are less than what is predicted by the NRT model; 
the mobile species are 3D migrating single vacancies and 
self interstitial atoms, and 1D migrating self interstitial 
atoms and vacancy clusters; formation of sessile vacancy 
and self-interstitial atom clusters to serve as sources and 
sinks for mobile defects [6]. The point defect production rate 
is given by [6]:  
 
𝐺! =  𝐺!"# 1 − 𝜀! 1 − 𝜀!      (5) 
 
𝐺! =  𝐺!"# 1 − 𝜀! 1 − 𝜀!       (6) 

 
Note that 𝐺! is the generation rate for vacancies, 𝐺! the 

generation rate for atom interstitials, and 𝐺!"# is the 
generation rate predicted by the NRT model, while 𝜀! is the 
fraction of defects that recombined in cascades relative to 
the NRT standard, and 𝜀! and 𝜀! represent the fraction of self 
interstitial atoms and vacancies, respectively [6]. In addition, 
the model has parameters to describe mobile and immobile 

vacancy and self-interstitial (SIA) clusters of varying sizes. 
The production rate of the clusters containing 𝑥 defects, 
𝐺(𝑥), depends on the cluster type and PKA energy and 
material, and is connected with the particular fraction of 
defects, 𝜀 [6]: 

 
𝑥𝐺!(𝑥)!

!!! =  𝜀!𝐺!"# 1 − 𝜀!    (7) 
 
Note that 𝛼 = 𝑣, 𝑖 for the vacancy and SIA type clusters, 

respectively. The total fraction of defects in clusters is an 
additive relationship of the mobile and immobile clusters 
[6]:  

 
𝜀! = 𝜀!! + 𝜀!

!     (8) 
 
The superscripts, 𝑠 and 𝑔, denote sessile and glissile 

clusters respectively. The mean size approximation defines 
the cluster production rate containing 𝑥 defects as [6],  

 
𝐺!
! 𝑥 = 𝐺!

!𝛿 𝑥 − 𝑥!
!    (9) 

 
Where 𝑗 = 𝑠 or 𝑔 for sessile and glissile clusters, 

respectively. Also note that 𝛿 𝑥  is the Kronecker delta, 
𝑥!
!  is the mean cluster size, and 𝐺!

! is defined as [6],  
 

𝐺!
! = 𝑥!

! !!𝐺!"# 1 − 𝜀! 𝜀!
!    (10) 

 
This model assumes that small vacancy loops are not 

mobile and are sessile: 𝜀!
! = 0 and 𝜀!! = 𝜀! [37].  

 
3.3 Point Defects   
Single interstitial atoms (SIAs) and interstitial atom clusters 
(SIA clusters) have been studied extensively since the 1930s 
because of their recognized effect on material properties. An 
understanding of SIAs and SIA clusters is critical to be able 
to describe the phenomena in solids under irradiation 
conditions. The properties and interactions of SIAs and SIA 
clusters differ significantly from vacancy type defects. As a 
result, the crystal behavior of the irradiated material differs 
from that under equilibrium conditions.   
 
3.3.1 Properties of Point Defects  
Both vacancies and SIAs are highly mobile at temperatures 
that are observed during reactor operation. The diffusion 
coefficient of SIAs, Di, is greater than the diffusion 
coefficient for vacancies, Dv [6]. This property leads to a 
specific temperature dependence of the damage 
accumulation, meaning that a limited number of defects can 
be accumulated at irradiation temperatures below the point 
when vacancies are immobile. As temperature increases 
beyond this limit, both vacancies and SIAs are mobile 
therefore defect accumulation is unlimited.  

The relaxation volume of an SIA is much greater than 
for vacancy defects [6]. This results in higher interaction 
energy for SIAs with edge dislocations and additional 
defects. This property is the origin of the dislocation bias, 
and is the reason for void swelling in materials [38]. 
Furthermore, it is important to note that SIAs and vacancies 
are both defects of the opposite type whose interaction leads 
to mutual recombination. This property provides a decrease 
in the number of accumulated defects in the crystal during 
irradiation. Also, unlike vacancies, SIAs can exist in several 
different configurations, each possessing a different 
mechanism of migration [6]. Lastly, point defects—both 
vacancies and SIAs—are eliminated at fixed sinks, e.g. 
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voids and dislocations [6]. This results in a variety of 
phenomena specific to point defects.      

 
3.3.2 Point Defect Clusters  
The configuration, thermal stability, and mobility of vacancy 
and SIA clusters are the factors that impact the kinetics of 
damage accumulation. These factors are different in fcc and 
bcc metals. In fcc metals, vacancy clusters are either 
dislocation loops or stacking fault tetrahedrals (SFTs). The 
configuration of vacancy clusters in fcc materials is 
dependent upon the stacking-fault energy and the fraction of 
clustered vacancies, 𝜀!, to that of SIAs, 𝜀! [6]. In bcc metals, 
new vacancy clusters form 3D configurations and 𝜀! is close 
to 𝜀!. In general, vacancy clusters are immobile and 
thermally unstable above the recovery stage temperature [6].  

Unlike vacancy clusters, SIA clusters form 2D small 
dislocation loops. SIA clusters are thermally stable and 
highly mobile in 1D crystal directions [36]. Since SIA 
clusters can move in 1D before being trapped or absorbed by 
a vacancy, SIA clusters have distinct reaction kinetics 
compared to the 3D migrating defects and therefore have 
different damage accumulation than the Frenkel Pair 3D 
Migrating Model (FP3DM).    

 
3.4 Damage Accumulation 
One can separate defect types in crystals into two general 
categories: mobile defects (e.g. single vacancies, SIAs and 
vacancy clusters) and immobile defects (e.g. SIA loops and 
dislocations). The concentration of mobile defects is very 
small (~10-10 to 10-6 per atom), while immobile defects can 
accumulate to several magnitudes greater in number. As a 
result, the mathematical description of mobile and immobile 
defects differs. Equations for mobile defects describe their 
reactions with immobile defects and are called rate 
equations. The description of immobile defects is more 
complicated due to nucleation, growth and coarsening 
effects [6].   

Mobile defects produced by irradiation of the material 
are absorbed by immobile defects, e.g. voids and dislocation 
loops. According to the mean field approximation (MFA), a 
crystal can be treated as an absorbing medium. The 
absorption rate depends on the type of mobile defect, its 
concentration, and the size and spatial distribution of the 
immobile defects. The ‘sink strength’ parameter is 
introduced to describe the reaction cross-section or 
probability, 𝑘!!, 𝑘!! and 𝑘!"#! (𝑥) for vacancies, SIAs, and SIA 
clusters where the number of SIAs in the cluster is denoted 
by “x”, respectively [39, 40-43]. The following sections 
present a brief overview of the key equations necessary to 
study mobile and immobile defects and the resulting damage 
accumulation.  
 
 
3.4.1 Mobile Defects 
The following equations have several assumptions: point 
defects (PDs), single vacancies and SIAs migrate in 3D; SIA  
clusters are glissile and migrate in 1D; all vacancy clusters 
are immobile; the reactions between PDs and clusters are 
negligible; and immobile defects are distributed randomly 
over the volume [6]. For a concentration of mobile vacancies 
𝐶!, SIAs 𝐶!, and SIA clusters 𝐶!"#

! (𝑥), the balance equations 
are [6]:  
 
 

 

!!!
!"
= 𝐺!"# 1 − 𝜀! 1 − 𝜀! + 𝐺!!! − 𝑘!!𝐷!𝐶! −

𝜇!𝐷!𝐶!𝐶!  (11) 
 
!!!
!"
= 𝐺!"# 1 − 𝜀! 1 − 𝜀! − 𝑘!!𝐷!𝐶! − 𝜇!𝐷!𝐶!𝐶! 

  (12) 
 
!!!"#

! (!)

!"
= 𝐺!"#

! 𝑥 − 𝑘!"#
! (𝑥)𝐷!"#𝐶!"#

!   (13) 
 
Note, 𝑥 = 2, 3,… , 𝑥!"# and 𝐺!!! is the rate of thermal 

emission of vacancies from all immobile defects, e.g. 
dislocations and voids; 𝜇! is the recombination coefficient 
of point defects; and 𝐷!, 𝐷!, and 𝐷!"#(𝑥) are the diffusion 
coefficients of vacancies, single SIAs, and SIA clusters, 
respectfully [6]. The mean size approximation can be 
applied, since the dependence of the cluster diffusivity 
𝐷!"#(𝑥) and the sink strength 𝑘!"#! (𝑥) on the size 𝑥 is weak 
[36, 37]. The mean size approximation says that all defect 
clusters can be approximated to be of size 𝑥!

!  [36, 37]. 
Thus, Equation [13] can be reduced to [36, 37]: 

!!!"#
!

!"
= 𝑥!

! !!𝐺!"# 1 − 𝜀! 𝜀!
! − 𝑘!"#! (𝑥)𝐷!"#𝐶!"#

!    (14) 
Equation [10] is used to solve for the cluster generation 

rate. To solve Equations [11—14], one must know the sink 
strengths (𝑘!!, 𝑘!!, 𝑘!"#! ), the rates of vacancy emission from 
various immobile defects to calculate the rate of thermal 
emission of vacancies from all immobile defects (𝐺!!!) and 
the recombination constant (𝜇!).   

 
3.4.2 Immobile Defects 
Immobile defects are mainly formed during irradiation, and 
examples include voids, vacancy and SIA type dislocation 
loops and second phase precipitates. During irradiation, 
defects often nucleate, grow and coarsen, such that their size 
changes during irradiation. Description of immobile defects 
over time should include the size distribution function (SDF) 
𝑓(𝜉, 𝑡), where 𝜉 is the cluster size. The measured SDF is 
represented in x-space, 𝜉 = 𝑥, where 𝑥 is the number of 
defects in a cluster: 𝑓 (𝑥, 𝑡). The radius of a defect, 𝑅, is 
related to the number of point defects, 𝑥, it contains by [6]:  
 
!!
!
𝑅! = 𝑥Ω                    (15) 

 
𝜋𝑅!𝑏 = 𝑥Ω     (16)  
 
Note that Equation [15] and [16] describe the relationship 
between the radius of a defect, R, and the number of point 
defects, 𝑥, for voids and loops, respectfully, where Ω is the 
atomic volume and 𝑏 is the loop Burgers vector [6]. The 
SDFs in R- and x-space are related to each other by a simple 
relationship. If 𝑑𝑥 and 𝑑𝑅 are small and refer to the same 
cluster group, the number density of this cluster group is 
defined by the two functions and must be equal:  

 
𝑓 𝑥 𝑑𝑥 = 𝑓 𝑅 𝑑𝑅    (17) 

 
Equation [17] can be re-written as an equality of 

integrals for the total number density [6]:  
 

𝑁 = 𝑓(𝑥) ≈!
!!! 𝑓 𝑥 𝑑𝑥!

!!! = 𝑓 𝑟 𝑑𝑅!
!!!!"#

 (18) 
 
Therefore, the relationship between the radius of an 

immobile defect and the number of immobile point defects 
is:  
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𝑓(𝑅) = 𝑓(𝑥) !"

!"
     (19) 

 
Substituting Equations [15] and [16] into Equation [19], 

gives the following for voids and dislocation loops (the units 
of 𝑓 𝑥  are atom!! or m!!, and of 𝑓 𝑅  is m!!×atom!!):  
 

𝑓! 𝑅 = !"!
!

!
! 𝑥

!
!𝑓! 𝑥 = !!!!

!!
    (20) 

 

𝑓! 𝑅 = !!"
!

!/!
𝑥!/!𝑓! 𝑥 = !"!!

!
   (21) 

 
 
3.4.4 Master Equation for Defects 
The master equation for the SDF, when the point defect 
cluster evolution is driven by the absorption of the point 
defects is [6]:  
 
!!!(!,!)

!"
= 𝐺! 𝑥 + ℱ 𝑥 − 1, 𝑡 − ℱ 𝑥, 𝑡 , for 𝑥 ≥ 2  (22) 

 
Note that 𝐺! 𝑥  is the rate of generation of the point 

defect clusters by an external source, e.g. by displacement 
cascades, and ℱ 𝑥, 𝑡  is the flux of the clusters in the size-
space. The flux, ℱ 𝑥, 𝑡  is defined as [6]:  

 
ℱ 𝑥, 𝑡 = 𝑃 𝑥, 𝑡 ×𝑓 𝑥, 𝑡 − 𝑄 𝑥 + 1, 𝑡 ×𝑓 𝑥 + 1, 𝑡    (23) 

 
Note that 𝑃 𝑥, 𝑡  and 𝑄 𝑥, 𝑡  are the rates of absorption 

and emission of point defects, respectively. The boundary 
conditions for the master equation illustrated in Equation 
[22] are the following, where C is the concentration:  

 
𝑓 1 = 𝐶      (24) 
 
𝑓 𝑥 → ∞ = 0     (25) 
 
If there are mobile point defects in the system, additional 

terms are added to the right-hand side of Equation [23] to 
account for interaction with immobile defects that can result 
in growth or decrease in the size-space [21]. The total rates 
of point defect absorption and emission are given by the 
following:  

 
ℱ!"!#$,   !"# = 𝑃 𝑥 𝑓(𝑥)!

!!!     (26) 
 
ℱ!"!#$,   !"#$ = 𝑄 𝑥 𝑓(𝑥)!

!!!     (27) 
 
Note that Equations [26] and [27] are the total rates of 

point defect absorption and emission, respectively. ℱ!"!#$,!"# 
and ℱ!"!#$,!"#$ are related to the sink strength of the clusters, 
thereby serving as a link between equations for mobile and 
immobile defects. To provide an example, if voids with the 
SDF 𝑓!(𝑥) and dislocations are only present in the crystal 
and the primary damage is in the form of Frenkel Pairs, the 
balance equations are given as [21]: 

 
!!!
!"
= 𝐺!"# 1 − 𝜀! − 𝜇!𝐷!𝐶!𝐶! + 𝑍!!𝐷! 𝐶! − 𝐶!! −

𝑃! 1 𝑓! 1, 𝑡 ) − 𝑄!!(2)𝑓!(2, 𝑡) − 𝑃!(𝑥)𝑓!(𝑥, 𝑡 −!!!
!!!

𝑄!!(𝑥 + 1)𝑓!(𝑥 + 1, 𝑡))     (28) 
 
!!!
!"
= 𝐺!"#(1 − 𝜀!) − 𝜇!𝐷!𝐶!𝐶! + 𝑍!!𝜌!𝐷!𝐶! −
𝑄!! 𝑥 + 1 𝑓! 𝑥 + 1, 𝑡!!!

!!!     (29) 
 

Methods to solve the master equation will not be 
discussed at length in this article. Briefly, the master 
equation is a continuity equation for the SDF of point defect 
clusters in a discreet space of their size. The master 
equation, Equation [22], provides one the most accurate 
descriptions of cluster evolution—under the mean-field 
approach describing all possible stages such as nucleation, 
growth and coarsening of clusters due to reactions with 
mobile defects [6]. Equation [22] is a set of coupled 
differential equations that describe the evolution of the 
clusters for a particular size(s). The master equation can be 
applied for a short period of time, i.e. a small number of 
cluster sizes, and solved numerically [44]. For a long period 
of time, to be able to accurately represent physical processes 
in the crystal lattice, the calculation must account for 
clusters containing a large number of point defects 
(~10! to 10!" atoms). Numerical integration of Equation 
[22] for such a system is possible, but requires extensive 
computational time.  

An alternative to numerical integration is to solve 
Equation [22] via grouping techniques and differential 
equation approximations in a continuous space of sizes 
[45—56]. For example, the Fokker-Plank equation which 
approximates 𝑃(𝑥, 𝑡) and 𝑄(𝑥, 𝑡) with continuous 
functions—𝑃(𝑥, 𝑡) and 𝑄(𝑥, 𝑡)—and replaces the right-hand 
side of Equations [22] and [23] by continuous functions of 
two variables: ℱ(𝑥, 𝑡) and 𝑓(𝑥, 𝑡) [6]. The Fokker-Plank 
equation is obtained from Equation [22] by expanding the 
right side in a Tailor series and excluding derivatives higher 
than the second order:  

 
!!!(!,!)

!"
=

𝐺! 𝑥 − !
!"

𝑉 𝑥, 𝑡 𝑓 𝑥, 𝑡 + !!

!!!
𝐷 𝑥, 𝑡 𝑓 𝑥, 𝑡 ,  (30) 

 
The first term, 𝐺! 𝑥 , describes the flow of point defect 

clusters, while the second term accounts for their diffusion 
in size-space. For large clusters, the evolution of the cluster 
is driven mainly by the first term, and the master equation 
and Fokker-Plank equations are equally accurate. For small 
clusters, the diffusion term dominates, therefore the Fokker-
Plank solution is not accurate and the master equation must 
be solved directly. The rates are defined as the following [6]: 

 
 𝑉 𝑥, 𝑡 = 𝑃 𝑥, 𝑡 ) − 𝑄(𝑥, 𝑡),    (31) 

 
𝐷(𝑥) = !

!
𝑃 𝑥, 𝑡 ) − 𝑄(𝑥, 𝑡) ,    (32) 

 
Note that nucleation typically occurs in the beginning of 

irradiation, therefore the defect clusters will be small and the 
diffusion term will dominate for the Fokker-Plank equation 
with small clusters. Thus, the Fokker-Plank equation will be 
less accurate than the master equation. 

 
3.5 Chemical Reaction Rate Theory   
Chemical reaction rate theory (CRRT) is an early model that 
is commonly referred to simply as rate theory, and is used to 
model damage accumulation under irradiation. CRRT has 
several assumptions. First, incident irradiation produces 
isolated FPs, single SIAs and vacancies in equal numbers; 
second, both SIAs and vacancies migrate in 3D; and third, 
the efficiencies of SIA and vacancy absorption by different 
sinks are distinct because of the respective strengths of the 
point defect-sink elastic collisions [57, 58]. Therefore, there 
is a preferential absorption of SIAs by dislocations. This 
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dislocation bias is the driving force for the microstructural 
evolution of the CRRT model [57, 58].  

The CRRT model is a variation of the FP3DM, discussed 
earlier. One major disadvantage of the FP3DM model is that 
various types of radiation are not distinguished; rather it is 
assumed in this model that initial radiation damage is in the 
form of Frenkel Pairs for all types of radiation. The CRRT 
model distinguishes between different types of radiation, and 
does not assume that initial radiation damage is always 
Frenkel Pairs. Recall that the FP3DM model is the simplest 
model, which accurately predicts the effects of 1MeV 
electron radiation damage.   

 
3.5.1 Reaction Kinetics of 3-D Migrating Defects  
For chemical rate theory, the equations for mobile 
defects are reduced to the following two equations 
[6]: 
!!!
!"
= 𝐺!"# + 𝐺!!! − 𝑘!!𝐷!𝐶! − 𝜇!𝐷!𝐶!𝐶!,   (33)  

 
!!!
!"
= 𝐺!"# − 𝑘!!𝐷!𝐶! − 𝜇!𝐷!𝐶!𝐶!,    (34)  

 
To predict the evolution of mobile point defects and the 

impact of mobile defects on immobile defects, one must 
know the sink strength of different defects for vacancies and 
SIAs and the rate of their recombination [6]. The reaction 
kinetics of 3D migrating defects is a second order 
differential equation [39]. The leading term of the sink 
strength equation for chemical rate theory, for any individual 
defect, depends only on the characteristics of that defect 
[39]. The total sink strength, 𝑘!!, is given as [6]:  

 
𝑘!! = 𝑘!"!!

!!! ,     (35) 
 

Note that 𝛼 = 𝑣, 𝑖 for void and interstitial, respectfully, 
and 𝑁 is the total number of sinks per unit volume. The total 
sink strength of an ensemble of voids with the same radius 𝑅 
is 𝑘!! = 𝑁𝑘!!(𝑅). To find the individual sink strength of a 
void or dislocation loop, one must solve the point defect 
diffusion equation. To solve the point defect equation for 
individual sink strengths, one can apply the “Lossy-medium 
approximation” [42].  

 
3.5.2 Void Sink Strength Under Lossy-medium 

Approximation 
Given a system where mobile defects may undergo 3D 
diffusion near a spherical cavity of radius 𝑅, that is 
embedded in a Lossy-medium with sink strength, 𝑘! [6]: 

 
𝐺 − 𝑘!𝐷(𝐶 − �!") − ∇J = 0,    (36) 
 
Note that 𝐶!" is the thermal-equilibrium concentration of 

mobile defects and the defect flux, 𝐽, is given by:  
 
𝐽 = −𝐷 ∇𝐶 + !

!!!
∇𝑈 ,     (37) 

 
Note that 𝐷 is the diffusion coefficient, 𝑈 is the 

interaction energy of the defect with the void, 𝑘! is the 
Boltzmann constant, and 𝑇 is the absolute temperature. 
Boundary conditions for the defect concentration 𝐶 at the 
void surface and at infinity are:  

 
𝐶(𝑅) = 𝐶!",      (38)  
 
 

𝐶(∞) = 𝐶!" + !
!!!

,                        (39)  
 
All other sinks in the system, voids and dislocations, are 

considered with the mean field approximation (MFA) and 
are included in the total sink strength, 𝑘!. The solution to 
Equation [36] for a void located at the origin of the 
coordinate system, 𝑟 = 0, is [6]: 
 

 
𝐶 𝑟 = 𝐶!" + 𝐶! + 𝐶!" 1 − !

!
𝑒 !!(!!!) ,  (40) 

 
The total defect flux, which is the flux through the void 

surface 𝑆 = 4𝜋𝑅! is as follows [6]:  
 
𝐼 = −𝑆(𝐽 𝑅 ) = 𝑘!!(𝑅)𝐷 𝐶! − 𝐶!" ,   (41) 
 
The void sink strength, 𝑘!!(𝑅), is defined as [6]: 
 
𝑘!!(𝑅) = 4𝜋𝑅(1 + 𝑘𝑅),    (42) 

 
To solve for the sink strength of all voids in the system, 

one must integrate over the SDF, 𝑓 (𝑅): 
 

𝑘!! = 𝑑𝑅𝑘!! 𝑅 𝑓 𝑅 ) = 4𝜋 𝑅 𝑁! 1 + 𝑘 !!

!
,  (43) 

 
Note that 𝑁! = 𝑑𝑅𝑓(𝑅) is the void number density, 

𝑅  is the void mean radius and 𝑅!  is the mean radius of 
the defect squared. A common value is 𝑘! = 10!"𝑚!!, 
hence one can omit the second term, leaving:  

 
𝑘�! = 4𝜋 𝑅 𝑁!,     (44) 
 
The equations to describe sink strength of dislocations 

can be derived in the same fashion as that for voids. For 
further information regarding this and the sink strength of 
other defects, recombination, dissociation rate, and void 
growth rate in in 3D Reaction Kinetics model, the reader is 
referred to reference [6]. 
 
4. Reactor Pressure Vessel Steels 
 
Light water reactor (LWR) pressure vessel steels are ferritic 
steels, which are designed to have high toughness and 
strength and to be weldable in thicker sections where the 
highest neutron dose is received (opposite the center of the 
reactor core) [59]. LWR reactor pressure vessel steels (RPV 
steels) tend to contain manganese, nickel and molybdenum. 
Pressurized water reactor (PWR) steel is more susceptible to 
embrittlement than boiling water reactor (BWR) steel, since 
BWRs experience less neutron irradiation [59]. PWR steels, 
therefore, are designed to handle higher neutron irradiation 
than are BWR steels. In addition to the radiation 
environment, the chemical composition of the steel 
contributes to the degree to which embrittlement occurs. 
Steels with a high proportion of copper and nickel are more 
susceptible to embrittlement, for example.  

Age related degradation of the mechanical properties of 
RPV steels include: irradiation embrittlement, thermal 
ageing, temper embrittlement, fatigue and corrosion [59]. 
Neutron irradiation in RPV steels is a considerable factor in 
the aging process of the PRV. Table 1 lists the main ferritic 
materials used for LWR vessels and summarizes their 
chemical composition, while Table 2 displays the materials 
used in the “beltline” region of a LWR RPV [59]. 
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Table 1. Chemical requirements – Main ferritic materials for 
reactor components in Western Countries [59] 

 
 
 

Table 2. Materials used for beltline region of LWR RPVs 
[59] 

 
The region of the RPV that is of primary concern 

regarding age-related degradation is the core beltline. The 
beltline of the RPV is the region of the shell material that 
directly surrounds the effective height of the fuel element 
assemblies, plus an additional volume of shell material 
below and above the reactor core [59]. The low alloy steels 
of the beltline are exposed to irradiation embrittlement that 
can lead to a loss of fracture toughness. The susceptibility of 
the RPV beltline steels to radiation-induced fracture has 
been shown to be strongly influenced by the presence of 
copper, nickel and phosphorous.  
 
 
5. Application of Rate Theory to Simulate 

Neutron Irradiation to Reactor Pressure 
Vessel Steel  

Chemical rate theory is a mean field rate theory simulation 
technique based upon chemistry that is applicable to the 
evaluation of radiation-induced embrittlement in reactor 
pressure vessel steels (RPV). A displacement cascade is 
created when neutrons interact with RPV steels; this cascade 
contains vacancy and interstitial clusters in addition to 
defects capable of migration, which will interact with the 
material through various mechanisms. The result is often 
point defect clusters and copper-rich precipitate formation. 
The following studies are significant in analyzing the effects 
of displacement cascades, such as embrittlement, which 
reduces the fracture toughness and increases the yield 
strength over the often-lengthy operational time frames for 
reactors.  
 
5.1 Displacement Damage Rate, Dose Rate, Flux, and 

Fluence Dependence 
To ensure safety of operation, it is a necessity to accurately 
depict and model the decline in fracture toughness and 
increased embrittlement under intermediate neutron flux 
levels and at high temperatures and pressures. Rate theory is 
one method of computational simulation that can address 
this issue and develop radiation-induced hardening models. 
Neutron flux and dose levels in the operational range (low to 

intermediate) are of particular concern, and data is not well 
determined [60]. Thus, illustrating the radiation effects 
becomes increasingly difficult. Stoller developed a kinetic 
model for embrittlement in order to assess these effects at 
relevant flux levels (10!" − 10!" 𝑛/𝑚!/𝑠, which result in 
10!! − 10!!! 𝑑𝑝𝑎/𝑠) [60]. Typical surveillance 
experiments for embrittlement often result in 3-5 times 
greater flux than the maximum observed RPV flux; similarly 
material sensitivity to radiation is generally analyzed at 10 to 
1000 times greater flux [60]. Although Stoller’s model can 
help predict long-term radiation effects in a shorter period of 
time, its predictions may not directly correlate to long-term 
low flux levels. Stoller also states that the neutron flux data 
also differs in many variables, such as temperature, neutron 
energies, fluence, etc., which will all determine the 
applicability of experimental results to commercial reactors 
[60].   

The kinetic embrittlement model utilizes rate theory in 
the analysis of point defects, clusters, and copper precipitate 
over time, where the mean lifetime for the displacement 
cascades was determined from the temperature-dependent 
vacancy evaporation rate and the instantaneous point defect 
fluxes [60]. The primary source term for damage was taken 
from prior molecular dynamics simulations [60]. Several 
conditions were assumed: precipitate nucleation was not 
incorporated; vacancy clusters operate mainly in 
recombination; vacancy mechanism was used to describe 
copper diffusion enhanced by radiation; diffusion kinetics 
and copper diffusion were used to detail precipitate 
development and growth; defect clusters were determined 
through a model for dislocation barrier hardening; and the 
hardening as a result of copper precipitate formation was 
determined from the Russell-Brown model [60]. All of these 
individual hardening contributions were then combined 
using the sum of the square roots for the shear strength to 
calculate the all-inclusive hardening effects [60]. This is 
directly related to the yield strength through simple 
application of the Taylor factor [60]. 

The kinetic model obtained simulation results that were 
similar to surveillance results in the RPV range for light 
water reactors and at a temperatures near 290 °C [60]. Only 
a basic set of parameters were used, and through 
optimization of these parameters, the results may be 
improved. For this purpose, Stoller investigated the effects 
that many of his parameter assumptions had on the model 
[60]. For example, displacement rate impacts the model for 
RPV steel hardening through two prominent mechanisms: 
the first mainly influences defect clusters and results from 
defect formation and dissolution as unstable, competing 
processes; the second influences copper precipitation and 
results from the effect that displacement rate has on 
radiation-enhanced diffusion [60]. Thus, in low copper RPV 
steel, copper induced hardening is minimized when 
displacement rates are low, regardless of the dose, and 
cluster hardening is the primary method of hardening. On 
the other hand, at low displacement rates in high copper 
RPV steel, the fluence is less, which inhibits some hardening 
due to the presence of copper precipitates [60]. 
Embrittlement is not easy to predict in terms of damage rate 
dependence, and further study into copper content, fluence, 
irradiation temperature, etc. must be analyzed to improve the 
kinetic model.  

Lee et al. utilized a similar method of rate theory 
analysis to determine yield strength changes that 
demonstrated reasonable agreement with surveillance data 
obtained for Korean LWRs [61]. In this analysis, the point 
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defect cluster model followed that of Stoller, Kwon and 
Motta [62, 63]. The primary parameters included the 
concentrations of interstitial and vacancy atoms, the density 
of clusters containing vacancies and interstitial atoms of 
different sizes, and the copper precipitate sizes [61]. 
Orowan’s model was then utilized to determine hardening as 
a result of the point defect clusters and copper precipitates 
[61].  

Kwon et al. analyzed point defect clusters in stainless 
steel SS 304 at temperatures below 300°C to assess the 
effects on hardening [64]. In this model of rate theory, 
hardening was assumed to occur primarily through the 
interstitial and vacancy point defect behaviors; nucleation 
and growth mechanisms were achieved through diffusion 
reactions; MD simulation was used to determine point defect 
clustering as a result of displacement cascades; dislocation 
barrier model was used in hardening calculations; and a 
parametric study of several variables was performed as part 
of parameter optimization [64]. Kwon et al. developed a 
model that is applicable to other types of steels and alloys 
and can estimate hardening through an increase in yield 
strength. However, this model has uncertainties due to 
limitations in material and kinetic parameters and as a result 
of only incorporating point defect clusters [64]. 

Kwon et al. also modeled both point defect clusters and 
copper precipitates with reaction rate theory, in order to 
demonstrate how hardening is affected [65]. These results 
were then compared with surveillance data and post-
irradiation data obtained from French PWRs and Korean 
high-flux advanced neutron application reactor, respectively 
[65]. In comparison to the experimental data, Kwon et al. 
observed the inclusion of copper precipitates over predicted 
the amount of hardening and increase in yield strength in 
low-copper materials [65]. The data obtained from reaction 
rate theory was within 20% of that obtained from the 
surveillance data [65]. This may be a result of the kinetic 
and material parameters selected. In general, copper-rich 
precipitates play a significant role in radiation hardening, 
whereas point defect clusters are less effective according to 
the model. However, low-copper materials subjected to 
irradiation for a short time frame are primarily affected by 
point defect clusters, such that copper precipitate effects 
may be negligible [65] 

Odette et al. reported an evaluation of dose rate effects, 
using a large database of irradiation hardening for RPV 
steels with a wide range of compositions. The RPV steels 
were irradiated at 290℃ for three flux regimes, for a wide 
range of overlapping fluences [66]. Odette et al. found that 
the contribution of copper precipitates to irradiation 
hardening, increased to a plateau, which was a strong 
function of the Cu, Ni and Mn content [66]. Furthermore, it 
was found that this plateau region was independent of the 
dose rate. The “pre-plateau” region shifted to a higher 
fluence with increasing dose rate. The irradiation hardening 
data was analyzed with a model that described: [I] the excess 
vacancy concentration under irradiation as a function of the 
dose rate (this included effects of solute vacancy traps for 
recombination); [II] radiation enhanced Cu diffusion 
coefficient; [III] the resulting accelerated growth of copper 
rich precipitates; and [IV] the contribution of copper rich 
precipitates to irradiation hardening [66]. Recombination of 
vacancies and self-interstitial atoms was shown to increase 
with a higher alloy Ni and Mn content. Despite of 
recombination rates, radiation enhanced diffusion 
demonstrated a high diffusion coefficient, much higher than 
predicted with simple rate theory [66]. The results of this 

study provide a method that can be applied to evaluate dose 
rate effects on 290℃ hardening and embrittlement of RPV 
steels.  

Watanabe et al. studied the displacement rate 
dependence of vacancy clusters and interstitial atom 
formation at various temperature conditions in alpha phase 
iron, which makes up a large proportion of low activation 
steels [67]. Defect cluster formation was analyzed 
numerically through mean field cluster dynamics simulation 
under several assumptions: free migration of vacancy and 
self-interstitial atoms occurs; Frenkel pairs resulting from 
irradiation are evenly dispersed in the steel; dislocation bias 
towards self-interstitial atoms is observed; thermal stability 
was addressed through size dependence of the cluster; and 
vacancy and self-interstitials may recombine to eliminate 
each other [67]. The observed rate theory results indicate 
that the nucleation behavior is distinct for clusters of 
vacancies and self-interstitial atoms, and the peak 
temperature of the nucleation rate for vacancy clusters is 
dependent on the displacement damage rate [67]. There is no 
temperature dependence observed for the self-interstitial 
atom clusters [67]. 

Flux dependence in RPV materials is extremely 
difficult to study, since the irradiation time necessary at 
lower fluxes becomes unwieldy; the fluence must be held 
constant; and the flux levels are correlated with the 
irradiation temperature, material composition, and the 
neutron energy spectrum [68]. However, the significance in 
understanding flux dependence is reflected in the use of 
surveillance studies for safety assessments, where high flux 
levels are typically used to predict material behavior in more 
reasonable time scales. Bergner et al. utilized rate theory 
modeling to explain the effect of copper on cluster formation 
observed by Small Angle Neutron Scattering (SANS) of 
RPV welds which were irradiated over a range of neutron 
fluxes and constant fluence and temperature [68]. A 0.22 wt. 
% Cu weld was primarily investigated at fluence and 
temperature of 2.2 ∗ 10!" 𝑐𝑚!! and approximately 285 °C. 
The flux was varied from 6 ∗ 10!" to 2.1 ∗ 10!"𝑐𝑚!!𝑠!!, 
requiring irradiation times of 11.6 years and 122 days, 
respectively [68]. A weld containing only 0.03 wt. % Cu 
was also investigated for comparison and to demonstrate 
how the presence of Cu dramatically influences cluster 
formation. The rate theory model was developed to better 
understand if copper was responsible for the observed flux 
effects. Bergner et al. explained the influence of flux on 
cluster growth in terms of two regimes—one at lower fluxes, 
where cluster growth is flux-independent, and one where 
cluster growth is affected by irradiation-enhanced copper 
diffusion, which is related to the flux level. 
 
5.2 Grain Boundary Defect Migration 
Ebihara et al. studied the grain-boundary segregation of 
phosphorous in A533B RPV steels as a result of carbon 
trapping sites under irradiation (Ebihara et al 2010). Rate 
theory was applied for comparison with Auger electron 
microprobe analysis of experimental results. In the rate 
theory model developed by Ebihara, the carbon atoms were 
treated as sites to trap both vacancies and self-interstitials. In 
this simulation, phosphorous, vacancies, and interstitials 
progress via migration, association, or dissociation, which 
are addressed through the diffusion rate equation. The 
carbon atoms were incorporated into the analysis through the 
first-principles calculation, such that migration does not 
occur as a result of irradiation; instead carbon atoms are 
dispersed evenly throughout the material and serve to trap 
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vacancies or interstitials (Domain 2006; Ebihara et al.). 
Since the carbon atoms do not migrate, they influence the 
defects by slowing their progress through the material. The 
binding states between the carbon atoms and the vacancy or 
interstitial defects are incorporated directly into the diffusion 
rate equation. The Domain and Becquart four-frequency 
model for bcc structures and the Meslin et al. interstitial 
dumbbell model for phosphorous migration were assumed 
(Ebihara et al., Domain and Becquart; Meslin et al.). 

The A533B steel was neutron irradiated at 290 °C under 
a fluence and dose rate of 6.3 𝑥 10!"𝑛/𝑐𝑚! and 
1.7 𝑥 10!!" 𝑑𝑝𝑠/𝑠, respectively. The Auger electron 
microprobe determined the phospohorous coverage prior to 
irradiation as 0.032 at wt.%. All of these values were 
necessary for the simulation, which found a direct 
relationship between the phosphorous coverage at the grain 
boundary and the dose. At low dose regions, the 
phosphorous coverage increased substantially with an 
increase in dose. This effect leveled off to a slight increase at 
moderate to high dose regions. This trend followed the 
experimental data obtained closely, and was observed in 
phosphorous segregation both with and without the presence 
of carbon atoms. It was observed that carbon merely 
influences the diffusion speed of vacancy and interstitial 
defects which provide the mechanism for phosphorous 
migration to the grain boundary, so the same trend is 
observed, but at a lower phosphorous coverage as the 
presence of carbon atoms is increased.   

Both the interstitial dumbbell model and the vacancy 
model for phosphorous migration were analyzed without the 
presence of carbon to ensure the validity of assumptions. It 
was determined that phosphorous primarily migrates to the 
grain boundary via the interstitial dumbbell model transport 
rather than the vacancy model. However, both of these 
models independently produced diffusion rate theory results 
for phosphorous coverage at the grain boundary, which was 
representative of the experimental data. Similarly, the effect 
of carbon atoms on vacancies and interstitials were also 
evaluated, and it was determined that carbon atoms 
influence primarily vacancy diffusion and have minimal 
influence over the self-interstitial diffusion. All of the 
simulation data is dependent upon the sink strength selected 
for the vacancy and interstitial atoms; in this particular 
study, the phosphorus migrations occurred via interstitial 
dumbbell transport, but was also influenced by vacancy 
transport, as interstitials were reduced. Carbon atoms were 
found to affect the migration of phosphorous by reducing the 
availability of vacancies, as they slowed vacancy diffusion. 
This study is significant, as it demonstrates the mode of 
transport for phosphorous to the grain boundary, which 
results in embrittlement and a reduction in toughness. The 
formation of vacancy and interstitial clusters due to 
irradiation will influence the simulation data and must be 
further studied.  

 
5.3  Mobile Point Defect and Cluster Formation, 

Evolution, and Dynamics 
Birkenheuer et al. developed the Vacancy-Coupled 
Clustering (V3C) model as part of the PERFECT multi-scale 
project, incorporating rate theory models to explain the 
experimental results observed through Small-angle Neutron 
Scattering (SANS) [70]. The defect cluster volume fraction 
and the size distribution function peak radius for two iron 
alloys containing 0.3% and 0.1% copper, respectively, were 
assessed under a neutron flux of 0.95 ∗ 10!" 𝑛/(𝑚! ∗ 𝑠), 
temperature of 300 °C, and various displacement damage 

doses [70]. The V3C model only looked at copper-rich 
precipitate absorption of vacancies; pure copper precipitates 
were not included. This model compared well with the 
SANS results, once the thermal diffusivity and interface 
energies for the two iron alloys were taken into account [70].  

 
5.4 Thermodynamic Effects of Defect Formation  
Straalsund evaluated neutron irradiation-induced void 
formation and its temperature dependence, and determined 
that the minimum temperature for void formation using 
cluster dissolution kinetic theory may be lower than prior 
models estimated—and much closer to experimentally 
observed data [71]. Void growth is dependent on the 
nucleation rate, temperature, helium effects, displacement 
damage, etc. Simple void growth theory implies that a 
temperature shift is observed to equate low and high rates of 
displacement damage [71]. Typically, free combination is 
the only effect incorporated in the temperature shift 
calculations. For the vacancies which do not recombine 
within a displacement collision and are present as vacancy 
clusters, Straalsund proposed the cluster dissolution rate be 
utilized rather than the migration rate as the limiting 
condition [71]. This resulted in lower values for temperature 
shifts below the maximum swelling vs. temperature curve, 
and is more representative of the displacement dependence 
and the defects surviving annihilation in the cascade [71].  

Al-Motasem et al. studied the temperature behavior of 
nano-sized clusters containing vacancies and/or copper in 
polycrystalline bcc iron with rate theory and atomistic 
simulations. The initial configuration and energetics were 
obtained from Monte Carlo and molecular dynamics 
simulation, while the phonon influence on the clusters was 
determined through the dynamical matrix method [72]. The 
results indicated the total free binding energy for clusters 
containing only vacancies decreased at 0K, while the 
binding energy for clusters containing only copper increased 
at the same temperature. The behavior for clusters 
containing both copper and vacancies was inconsistent.  
 
5.5 Helium and Hydrogen Microstructural Effects  
Reduced-activation-ferritic/martensitic (RAFM) steels are 
being investigated for their potential use in fusion reactors as 
the blanket material, and as a result may be subjected to very 
high energy neutron irradiation (14 MeV) [73]. Such high 
energy neutrons induce many types of point defects. 
Watanabe et al. used mean field cluster modeling (reaction 
rate theory) to the study how helium impacts the evolution 
of interstitial dislocation loops and bubbles in RAFM steels 
at 723 K with Frenkel pair and helium production rates of 
10!!𝑑𝑝𝑎/𝑠𝑒𝑐 and 0, 10!!, 𝑜𝑟 10!! 𝑎𝑝𝑝𝑚 𝐻𝑒/𝑠𝑒𝑐 [73]. In 
this analysis, lath martensite (Fe-8Cr) was assumed to 
contain a uniform distribution of dislocations and 
precipitates as well as constant dislocation density [73]. The 
Frenkel pairs and helium atoms were uniformly created as a 
result of atomic displacement and nuclear transmutation, 
respectively [73]. Recombination was considered between 
vacancies and self-interstitials, while helium was only 
considered to react with vacancies to form bubbles (no 
interstitial interactions [73]. Finally, the helium bubbles and 
I-loops were considered spherical and discoidal, respectively 
[73]. Watanabe et al. concluded that the presence of helium 
has a substantially different effect for I-loop and bubble 
formation, where I-loops exhibit nearly helium-independent 
behavior, while bubble formation exhibits highly helium-
dependent behavior.  



Fallon Laliberte , Lauren Boldon, and Li Liu/Journal of Engineering Science and Technology Review 8 (3) (2015) 117-129 

 127 

Magnesium oxide is significant in nuclear fuels and 
may be incorporated to improve thermal conductivity and 
performance of the fuel [75]. In serving this function, 
Magnesium oxide will have to undergo neutron irradiation 
and helium interactions, as helium is created during alpha 
decay within the fuel [75]. Runevall and Sandberg studied 
helium bubble formation with rate theory to determine how 
helium migrates and becomes trapped in magnesium oxide 
vacancy defects and clusters [75]. Several helium 
concentrations spanning temperatures from 300 K to 1600 K 
and a range of vacancy clusters were compared to positron 
annihilation Doppler broadening experimentation of 
magnesium oxide containing helium [75, 76]. In this rate 
theory analysis, the trapping of helium in grain boundaries 
or dislocations was not considered; vacancies in oxygen and 
magnesium were considered immobile; helium interstitials 
migrated until captured in another cluster; and the 
magnesium oxide, magnesium-helium and helium-helium, 
and helium-oxygen interaction potentials were taken or 
derived from Grimes, Busker et al., and Grimes and Catlow, 
respectively [75, 77, 78, 79). Runevall and Sandberg 
observed good correlation with the helium annealing 
experimental data. They also determined that helium acted 
as stabilizing force on larger vacancy clusters, but void and 
bubble growth was highly dependent upon both the 
temperature and concentration of helium present (75).  
 Hydrogen and helium material interactions will alter the 
mechanical properties of structural materials, such as RPV 
steels. Although hydrogen retention in materials is related to 
the number and concentration of trapping sites, the 
mechanisms with which it is captured and retained is still 
widely unknown. Tostolutskaya et al. analyzed the 
displacement damage effects on the following ferritic-
martensitic steels due to helium, hydrogen, and argon ions: 
EP-450, EP-852, and RUSFER-EK-181 [80]. In this study, 
ion implantation, nuclear reaction depth profiling, and 
thermal desorption spectrometry mechanisms were utilized 
to assess ion retention and detrapping, specifically for 
deuterium, while continuum rate theory provided the 
simulation necessary to determine relevant thermodynamic 
properties for the deuterium processes [80]. The results 
demonstrated that in the portions of steel containing only 
defects (no helium or argon atoms), hydrogen retention was 
attributed to vacancies, while in the portions exhibiting both 
displacement damage defects and inert helium or argon 
atoms, trapping occurred at higher levels due to bubble 
formation and stress fields [80]. The effect of gas bubble 
impurities on hydrogen trapping was significantly more 
prominent than that of displacement damage effects, 

demonstrating how the implantation of noble gases results in 
steels with higher hydrogen trapping and retention 
capabilities [80]. 

 
 

6 Conclusions 
Radiation damage is an important subject to study because 
the strength, ductility, toughness and dimensional stability 
are determined by defect structure. For example, the grain 
size, dislocation density, and size and density of second 
phase precipitates are impacted by the defect structure. 
Development of new materials to better withstand the harsh 
environments of a nuclear reactor is dependent on the 
understanding of how these materials will react under 
intermediate to high flux radiation at high temperatures and 
pressures. Radiation damage simulation therefore plays a 
crucial role in reactor material design.  

Chemical rate theory is one method of analysis that may 
be used in analyzing the radiation damage in the reactor 
pressure vessel. Although rate theory details information on 
damage accumulation without discriminating on defect type, 
there are several limitations in its use for RPV analysis. 
These include the dependence on the assumed flux, fluence, 
irradiation temperature, damage displacement rate, dose, etc. 
in addition to the material properties present, such as the 
fraction of copper and other diffusing species (hydrogen, 
helium, carbon, nitrogen, etc.); the accuracy of 
microstructural and kinetic data, such as the formation and 
migration energies for point defects and interstitial atoms; 
and the computational time necessary for higher 
displacement damage and dose rates. This article presented 
relevant background theory on radiation damage, a review of 
fundamental chemical rate theory, an overview of the 
materials and radiation damage effects of the reactor 
pressure vessel, and the potential integration of chemical 
rate theory applications in this field of study. Moving 
forward, it is likely that rate theory must be coupled with 
other techniques to understand the full array of irradiation 
effects on materials and to overcome the limitations of the 
individual assessment techniques.  
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