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Abstract

As the slower rate of convergence and lower study ability in the late period of nemented consumption prediction
model based on neural network algorithm, this pgmeposed a network analysis neural model based on chaotic
disturbance optimized particle swarm. Firstly, improve the initialization of particle swarm with chaotic disturbance
optimization strategy in order to limit the initial position and the initi@espof limited particle. Then have an optimal

operation on each individual in particle swarm with chaotic disturbance variables, so that the particles which do not enter

into iteration will jump out of the local optima area. And next, optimize the PSQithlgoinertia weight by adopting

adaptive adjustment strategy based on individual particle adaptive value. At last, combine the improved PSO algorithm

based on chaotic disturbance with neural network algorithm, thus we will construct the petwnt&édconsumption
analysis model. Simulation results show that the proposed netwierked consumption analysis neural network model

based on chaotic disturbance optimized particle swarm has greatly improved in prediction accuracy and computational

speed.

Keywords: Neural Network Algorithm, Chaotic Disturbance, Improved Particle Swarm, Network Analysis of Consumption, Inertia
Weight, Preferential Particle

1. Intr oduction made use of the ADF test to analyhecfuation rule of our
social society consumer goods retail sales, and analyze the
With the development offuture technological andhe influencing factors through Granger causality test and VAR
acceleration okconomic growththe network coverageate modelOs application [5]. Guo Xiaojirad a comparison
keeps growing and network consumption will bemore between Chinese Internet consumption developmeand
popularand bemme an important part of consumption [1].internaional network consumption developmeim which
Network consumption shawma rapid growth momenturand  market access, network consumption scale, the degree of
now it is beconing a newemerginghot consumerspot [2]. organization, and network consumption competitiveraass
The rapid development of network consumption can expamdainly considered6]. Liu Yanan established a multiple
consumptionand it is also an important way to boostlinear regression model related to rosocial network
economic growth3]. Against this backgroundesearcing consumption expenditure and he made use of eviews
on our network consuption statusand development trend software to have a regression analysis on social network
finding out existing problem in Chinese online consumption valueOs annual data [7]. Yuan Aifeng analyzed
consunption, and researchcountermeasurefiave a very the changes in our network consumption development
important meaningin the further develoment of our through sequence analysmethod He concluded that our
network economy anthe promoton of an orderly, healtty  network consumption spending increases steadily year after
and fastgrowingnetwork consurption [4]. year, which is the inevitable result of the development of
There are a lot of researches on people®s consumpfithinese productive force [8]. Li Ruowen took BeijingOs
behaviour at home and abroad, and they all have a widetwork consumption spending as explanatory végjand
range. Fang Huliu selected retail salesO-sienies data, had analyzedother correlated variables, concluded that
Beijing network spending has a great correlation with gross
% E-mail addresssundarvtu@gmail.com domestic prodL_Jct, per capita disposable inconaad _
ISSN: 17912377! 2015Kavala Institute of Technology. All poDUIatlon density takes the se_cond place [9]. On_ the basis of
rights reserved. analyang our network spending data developing status,
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Zhang Huachu formulated ARIMA model for our network
consumption spendingBased on this, he analyzed andnet =" T,y! # 3)
predicted the network spendirandthe results show that the q
total amount of our network spending viducontinue to B
increase in the next few years [10]. Wang Naihe studied how Calculate each layerOs error, the input layer nodeisrr
housing asset prices effects consumer fromirtfieencethat

Chinesefinancial system on real estate wealth, housing sale$, =!(t,! C,)f(net) 4
priceOs change on freegaasd rental priceOs changm
household consumption[11]. Mu Xiaofang mainly Then we will have Eq5).

researche the impact that our resident network consumption
works on the domestic economic developméitte author ,, _, t! C)f(net) ®)
mainly studiedfrom the relationship between the function ¢ ~‘Ya ~a tq

that resident network consumption ke on economic

growth and resident network consumption with economic Hidden layer node error is:

growthOs relationshipijth the empirical analysis method of

non-stationary sequenceOs unit root test, co integration tet f(net,)!" #T, (6)
and establising error correction mode| whose results q

showed that longterm stable equilibrium relationship will

continuously exist in our residents® network consumption See Equation (7).

and domestic economic growth [12]. In order to predict the
consumption of network, Tang Gongshuang established @&
seasonal decomposition model and IINR model. After 3,
compaing the results that analyzed from several different

models, she selected a good fitting model and had an tperefore, network consumption forecastimpdelling

analysis on m_odeIOs pra_ctlcqllty [13]. __based on neufranetwork can be seen from the following
For the issues exist in neural network algonthngtepsz

application, this paper designed a netw consumption 1) Determine neurons® number in neural netwdHe
analysis neural network model analysis based on chaog neural network inputs layer is 5 in this papend the
disturbance optimized particle swarm, and adopted chaotic hidden layer selected by empirical formula is 10, and
disturbance ~ optimized ~strategy on particle swarm 0ot Jayer, the number of neurons aboubdo
optimization strategyOs initial population, particle merit and predicted networi< consumption value, is 1;

also improved iartia weight, combined it with neural Input training samples and testin]g s:amples and
networks, so that it will be used in network consumption normalize all collected samples in accordancé with
forecasting model. equation (1);

3) Select excitation function, namely, network hidden
layer and output layer transferring functiomnd
2. Network Consumption Prediction Model based on training function, training iteration numbers, the
Neutral Network maximum permissible errors and so on.
4) Use neural network to train the training samples, then
Neural network is a new mathematical modeling method do the simulation output through testing sames
which is more usedin prediction system because of its calculate the variety errors between predicted valde an
powerful ability to identify nonlinear systems. This paper true value.
built network consumption prediction model based on neural Through the experiment, the prediction error of the above
network model. Firstly, we will take consumer age, th@etwork consumption forecasting modelOs is shown iriFig
culture level of consumer, consumerOs inconsd, land cost
performance of network products, network security as
variables and then input neural networkOs value, then
normalize the data. Please see Equation (1).

-pée, @

10°

10"

| )
=2 Fmin_ (1)

|
xmax : xmin

X is the original network consumption data, and x__.

Yor|g-[eoD an[g-Fururer],

are the minimum and maximum value in original datajs
the data after normalization. AftedataOs training and
pred_lctlon, adapt_ed corresponding data c_hanglng method to 00 300 300300500600 00§00
obtain the original true value data in output layer, 800 Epochs

corresponding inverter equation is as followed. Please see ) -
Equation (2) Fig. 1. Network consumption based on neural network prediction.error

. . From thefigure of training error we can seehat the

X= RN (K ™ Xi) T Ky () traditional neural network algorithm in early learninas a

] _ _ faster convergencegnd for the late stage,convergences

Then weighted input network consumption value. Pleasgatting slower so that at a certain staghe learning ability
see Equation (3). almost drog to zero.
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Newton's methods mostly usedin the opimization of extreme value is a group of particles search the optimal
the neural network. Conventional BP neural networkolution, and its glodl minimumP,,. will be expressed as
algorithm only uses thefirst derivativédsinformation in
weights corre¢on, namely the gradient of the error function{P@lbestl' Ppese -+ Pgbest}s'
to weightvalue so the use of the second derivatiecarry Specifically, in the calculation &f+1 Osfirst iteration,
outweightadjustmentanimprove the convergence speed. according to Equatiori2 and 13, particlei updates the

Assuming the network weight correction's objective is teelocity and positionthe speedwill be definedas equation
minimize error functiorE(w), the current network value Please see Equati®(l2- (14).

weight is w(t), weight correction amount isw(t), then the

next time the weight is as bellowed. Please see Equation (8Yk =% 'Vl *6li(Phua " %) €3 (Ppusia™ %)) (12)
= | +
w(t+1) = w(t) + ! w(t) (8) Xty 4 (13)
To implement the_ second order Taylor expansion, VS sy =y
to E(w(t+1)), seeEquation (9). i max 7 max (14)
If Vil:iﬂ <Vmin ! Vizﬂ :Vmin

E(w(t+1)! E(\i(t)ﬁ g(y ) where i=1,2,..m x d=12,...D x! s inertia weight;
> w' (B A1) w(Y) c,.c, are accelerated factors;,r, are random nubers
uniformly distribute in[0, 1] ; v ., V..

g(t)is E(w) Os gradient vector; square ma#( is Hessian maximum speed limits.

matrix, namely element value iE(w) to each weight second This will have certain blindnes&andom initialization
can basically ensure uniform distribution, but cannot

2
order differential ~ coefficient, A (t) :ﬂ_ After Quaantee the quality of each partickndit may cause some
W,

are particle

'ww particles away from the optimal solution, for which it will
correcting the weight value, error function variation can bffect the algorithm convergence speed. In addition, the basic
seen in Equation (10). PSO algorithm, the inertia weight factérplays arole in

maintaining the particle inertia, and it has the trend to expend
1 optimization space./ Os value largely determines the
PE@R' o'() W & wW() ALY w) (10)  optimal performance of the algorithm, the big value is favour

2 to global optimization, however, it is @idult to get an

accurate solution; a small valus in favour of local

. | L . :
Through chanigg ! w(t) minimize ~equation  (9), optimization,and itOs easy to get a more accurate solution,

apparently when it meets the equation (11) but it will lead this algorithm into a local solution area.
Therefore, this paper presents particle swarm optimization
AWt =-A" () o(t) (11) algaithm based on chaotic disturbance.

Chaos is a ubiquitous phenomenon of nonlinear systems
I E(t) obtained minimum, Newton algorithm convergesh movement Generally, the random motion equations
calculated by certainty algorithm are called Chaos. Chaotic
system is the most typical representative derived from
?ogistic equationwhose iterative formula is as follows.
Please see Equation (15).

faster, but it is too difficult to calculate the amount.
Therefore, we use particle swarm algorithm to optimiz
neural networks algorithm.

+1
3. Neural Network Algorithm Based on Improved Z%=pZ(1! 2), €12, (15)
Particle Swarm o ) ) ] -
t is iterative calculate tingu is systen®s control parameter.
3.1 Chaotic Disturbance Optimized Strategy Optimization strategies based on chaotic disturbance are
o _ as followed:
Before optimimg neural network through particle swarm 1) First, initialization Variable Z in equation (15)is
algorithm, the first thing is to analysis its defect. Standard *  yespectively assigrd n times initial value in(0, 1)with
particle swarm optimization is in a gedimensional search aslight difference except three fixed poinfsd.25,and
space, we will random initialize a particle swarm and the 75 vou can getn times completely different
particle swarm is composed oy, the firsti Os positiorX; movement trajectory®s chaotic varialés), t=1. See
(potential solution of the optimization problem) can be Equation (16)
expressed asx,,X,,..., %, }, substitutes into optimizing the '

evaluation function and we can obtain adapted valiech = f (x) (16)
is used to measure the pros and cons of particles; appropriva\llhe

flight speedV,can be expressed &8s ,v v,}. In ever ere X is the best solution.
i >tz Eip ) Y 2) Using chaotic disturbance to implement the iterative

iteration process, the particles update its velocity and optimization. See Equation (17).
position by tracking the two endmes: one extreme is the the
optimal solutionresearched byparticle itself, and individual

eXtremaDibest expressed aspibestl' Pibele"" Pibest I}; the other
11¢€

x=a+(h'!'3a)gz 17)
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Back to the original solution spaeéth inverse maping
wherei=1, 2, .N ,j=1, 2, ..,n .a;, b are constastand equationx’. =a; +(b, —a,)z,, . See Equation (21).
also are the top and bottom limits of optimization variables,

they are ranging from chaotic variables to corregpan  y- =, XX ) (21)
optimization variables range. The performance index * PR
equation is: _ _ _
Calculatefitness value of achfeasible solutlon)(; that
@) =f(x@),x(@) (18) chaos variablesindergoand preferentially select formem
=(x,(0),x,(),...x, &)) solutionsX;.

Finally, we will replaceM groupOs control variables by
3) If f(t)<f", thenx =x,(t), f =f(t) and when it X, which is currently existing in grouplf there are
reaches to the maximum number of iterations, thgyg,
optimization will be end, otherwise-7+1will go to
step (2) to continue.

ptive values better than the global optinotitionin X;,
then replace its global optimum Iybest and update the

global optimum.
3) Inertia weight adaptive optimization
3.2. PSO Algorithm Based on Chaotic Disturbance In the particle swarm algorithm, inertia weigiatplays
an important role in algorithmQOs performance, namely global
ptimization and local optimization of balancing algorithm.
hen ! value is bigger than global optimization, it is
difficult to get an accurate solution; whénvalueis smalker
t[‘gin local optimization, it is easy to fall into local extreme
point. To improve the performance of the algorithm, we use

This paper firstly introduced the chaotic disturbanc
algoritm into the basic optimization PSO algbri,

initialized particle swarmand formed the initial solution
group, and operated particle swarmOs t "inert" particles

help themcome out of the local optimal solution area , so — ) A
that the algorithm can quickly rfd the global optimal an adaptive! stratey based on particle individual value

| ; ;
solution, thus effectively improve the performance of th(‘-ﬂ\’h'Ch means thahe ! .Of each particle ada?’?”d change
according tdts currenffitnessvalue. See Equation (22).

algorithm. y
1) Particle swarmsO initialization based on chaos
disturbance o+ (wmax_wmin)( fi — fmin) f <

First, we will produce & dimensional in random, and its =4 ™ fo—f. Lo (22)
vector component values are in or betw@®enl Os chaos

5 H wmax’ 1ti > fav
variables. See Equation (19).

p . .

Z =(2,,202,,) (19) where @, ./ respectively represents the minimum and

maximum value of inertia weight coefficient; f is

where Z, is initialized value calculated byLogistic average value of current entire populatigf), is minimum
completely chaotic iterath equation z'*' =4z'(1-z") .  value of its population;f; is particleiOs current fitness value.
Through calculation we can obtaN of Z, Z,, ..., Z, . .

. - . . . 3.3. Neural Network Based on Improved Particle Swarm
Then we will use chaotic disturbance variables to iterative

search, and through equation 20 transforfischaotic  The proposed perturbation particle swarm optimization based
variables@ach component to allow the solution space. Sesh chaotic neural networks es a single hidden layer

Equation (20). network structure as a basis to build improvedural
networks,and the output of the network is as follow. See
x;=a;+(b,—a;)z, (20)  Equation (23).
In this equationa;, b, are variablesO top and bottomY =g(V[g(W' X)+B 1+ B,) (23)

corstraint limits. . r ) .
Then we will calculate the network input variables@here X =(x,, x,, .., x,))" is model inputvector, Y is output

corresponding  fitness  valueand preferentially ~select yector, = (w,) is connection between the input layer
formerm asthe initial positionof particle swarmaccording ’

to the fitness value, while randomly generate initial @nd the hidden layer in weight matri,= (i, \, ..., )"is
velocity within the limits of the variable. the connection weights vector between the hidden layer and

2) Particle merit based on chaos disturbance output layer, B, = (b, b,, ...,b, J is threshold vector from
Firsty, map each component,(;j=1,2,..,n) of each the input layer to thaidden layerwhile B, =(b) s threshold
control variables X, =(x,,x,,,...,x,,) in swarm to the yector from the hidden layer to the output layer.

chaotic spacey equationz, =(x, ! 8)/(b! @), and then Transfer functiong(h) in hidden layer uses Tansig
function, the mathematical expression:

eneratechaos variablesequencez®, accordingto iterative
J a ” g gh)y=1=e")/(1+e™") (24)

equationz* =47 (1! 2), then we will searclwith chaotic
disturbance variables. Neural network model uses the mean squared error
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!
(MSE) as the evaluation of training effectiveness indicators: 4)

1 & -
MSE=—Y (Y-Y)
NZ( )

i=1

(25)

whereY is theexpected output.

In addition, we use realoded connecting weights and 5)
thresholds neural in network expressing particle parameters.
Specific encoding can be summarized as follows: Suppose
neural networkOs input layer nodes marehe hidden Iger
nodes aren, the output layer nodes asz andthe particle  6)
swarm individual string length is:
L=nxXm+sXn+nxs (26)

So, the connected input layer and hidden layer weights
matrix are:

w,  In,

Im 7)
1 1w, 1w,
IW — VV21 22 2m (27)
IVI/nl [VVHZ IVVnm

Evaluate each particleOs individual extreme value, pick
the optimal individual extreme value as thisrétionOs
global extremes valugb, andrecord the serial number

of the optimal particle value, and the extremes value
areas the most optimal parameters of neural predicted
network of the next iteration;

Estimate whethegb and the number of the current

iteration satisfied termination condition, if it meets the
condition, then we will exit and go to optimization step
(7);

Update each particle®s velocity and position and
calculae the fitness value of each pait, if the value

is better than the current value, then th will as the

current individual extremes. Compare all the particles®
individual extreme value to current global optimum
values; if it is better, then we will sgbh, as this

particleOs position. And we will update the inertia
weight, then go to step (3);

According to obtained optimal particleOs position, we
will take it as the initial value of neural network, then

we can input test samples to predict

Threshold vector from the input layer to the hidden Iayeé}' Algorithm Performance Simulations

is B =[B,,,bypr..mab

T. ; ; ;
15Dp5by, ] SO weights matrix connected hiddeny order to verify the effectiveness of improved algorithm,

layer and output layer are:

we will have simulation experiments. Firstly, we use sphere
function, Rosenbrock function and Rastrigrin function to test

LW, LW, Lw,, improved particle swarm algoritiOs performance. In this
LW, LW, Lw,, ) experiment, the  population size of PSO are
Lw= (28) n=40, ¢=¢=2, w,=09 w, =03, .iteration
i i itionC W15
LW, LW, LW, termination conditionOs accuracy 1§ or reachesto

iteration number of 500. Standard PSO and
these three

maximum
improved particle swarm optimization all
functionsO results are:

Threshold vector from the hidden layer to the output

layer is B, =[b,,b,,,....b,,]' . The encoded form of the PSO IM-PSO
particles is: Iterations  Optimizing Error Optimizing Error
value value
50 12.5 321% 13.1 15.3%
X=UW,.AW LW, ..LW b,..b,b,..b, ] (29) 100 267 28.3% 283 12.4%
150 38.1 29.1% 426 11.5%
. . 200 453 30.2%  49.0 14.2%
Therefore, the network consu_nnmn analysis _neural 250 59 2 22 6% 642 13.7%
netw_o_rk models based on chaos disturbance particle swarm 3qg 71.3 26.8%  77.9 13.8%
specific processes are: 350 88.7 27.0%  98.1 11.0%
1) Establish a network consumption forecasting _modellab_ 1 The results for the test
based on improved neural network to determine the
network topology and to enter the training sample after
normahz_a_tlon; ) L . PSO IM-PSO
2) The position and velocity of initializationOs population, terations  Optimizing c Optimizing .
we determine the number of particlsinertia weight value fror value fror
! and shrinkage factdlr, acceleration constat, c, 50 64.3 21.1% 78.3 2.3%
L 100 73.2 19.4% 88.9 4.1%
andgb, pb,Os initial value; 150 92.5 16.4%  96.1 5.2%
3) Do the population mapping, weight and threshold value =~ 200 107.1 20-92/0 109.2 7-32/0
as the initial parameter values of neural network, then 2°0  115.9 153% 1213 24%
btain th K f . 300 128.3 13.2% 136.2 1.3%
we can obtain the network output from training 350 139.3 16.7% 1441 6.2%
Tab. 2. The results for the test
sampleOput and also cam calculate acual output
square error. Taking MSE as a measure of each PSO IM-PSO
particleOs fitness value and then we can find thewerations  Optimizing £ Optimizing .-
individual extreme value of each particle; value Tor " value °
50 2.4 102% 3.2 1.3%
100 6.3 5.3% 10.1 0.6%

12C
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150 10.2 7.3% 15.2 1.3% to neural network model and standard particle swarm
ggg 1&232 ?%’ ;g-‘ll ing algorithm, we can predict its error, and the results can be
. . (] . . (] H H
n in Figure 4.
300  19.4 8.4% 253 0.9% see gure
350 22.1 4.9% 29.6 1.3% -
Tab. 3. The results for the test
100
PSQ - IM-PSO T
[:n
80 3
o =
= X
2. 60
8
I
s 40
(=1
[¢]
20 .
0 50 100 150 200 250 300 350
[terations
0 Fig. 5. Parameters noiseless case compared with the estimated
0 50 100 150 200 250 300 350
Iterations

As can be seen from the simulation results, the network
consumption analysis network model based on chaotic
disturbame particle swarm, compared to the traditional

Fig. 2. Sphere faction optimization process is relatively

200 neural network model and standard neural network modelOs
LN IM-PSO particle swarm optimization, its forecast accuracy has been
160 greatly improved.
o -
=l
5 ’ .
5120 / 5. Conclusion
i
£ 80 / With the optimization of the network environment and
s Py enhancement of consumption pattern, the future will have a
40 rapid development, so it is extremely urgent in analysis and
. ’ forecast of network consumption. This paper presents a
network consumption model based on chaotic disturbance
0 = particle optimized swarmt can be seen from the simulation

0 50 100 150 200 250 300 350
Iterations

Fig. 3. Rosenbrock function optimization process is relatively

results that the proposed improved strategy greatly enhances
the network consumption forecastOs accuracy, and it can
boost network consumption, and also it will provide a
reference for standardized network consumption order.

30
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It can be found that compared with the original PSO
algorithm, the impsved PSO algorithm proposed in this
paper is faster and easier to achieve the optimal value.

Then we apply the improved PSO algorithm in the
network consumption forecast model, respectively compare
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