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Abstract 
 
We report on the development of a mathematical model of social uncertainty relations to replace traditional 
models of the interaction, as well as a model of complexity from econophysics. Our goal with this mathe-
matics is to control hybrid teams, firms and systems (i.e., where “hybrids” are arbitrary combinations of 
humans, robots and machines). But uncertainty is created by states of interdependence between social ob-
jects: at one extreme, interdependence reduces to independence between agents, producing rational but a-
social effects; at the other extreme, interdependence de-individuates a group’s members until individual 
identity dissolves into a group (e.g., strong cults, mobs, gangs, and well-run teams and firms). In other stud-
ies, we have reviewed the structure of teams; in this report, we focus on how interdependence impedes ef-
forts at direct control by making meaning incomplete. We begin with bistability to simplify interdepend-
ence, and generalize to full interdependence.  
 

Keywords: interdependence; uncertainty; incompleteness; computational models 
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1. Introduction 
 
A new econophysics (e.g., [1]) model of the interaction 
concludes that cooperation and knowledge are key to team 
and organizational success, characterized by adaptability. A 
model by Conant and Ashby [2] concludes mathematically 
that the optimal organization is not adaptive to environmen-
tal pressures (viz., as an organization is with the six-sigma 
processes that attempt to minimize waste; in [3]), but mini-
mizes errors, and, in the limit, has a controller that acts like 
the system it regulates (for others, see [4],[5]). But these 
models are passive to interdependence. Social systems oper-
ate in states of interdependence [6] that cause uncertainty 
[7], making the mathematics intractable [8], except for the 
formation of stable swarms or patterns (e.g., car platoons to 
drive on the highway). Modeling and controlling social in-
terdependence mathematically remains unsolved (e.g., [9]). 
But with our mathematical model of interdependence, we 
propose that indirect control is possible. Our model is unfin-
ished; we conclude with plans on how we expect it to reach 
closure.  
 
 
2. Interdependence in the field.  
 
Putting uncertainty aside until later, the effects of a commu-
nity matrix A can be measured in the field. Assume that 
competition for resources occurs within and between groups; 
that, unlike the inability of individuals to multitask [10], 

multitasking is the purpose of groups [11]; and that the op-
timal group multitasks seamlessly, generating a baseline 
entropy for stable organizations that we initially, but incor-
rectly, set to zero [12], noting that, similarly, stable 
knowledge implies zero entropy [13]. We justify this as-
sumption at this time by observing that, compared to func-
tional groups, an individual is less able to survive (defending 
itself, feeding itself, etc.). That is, a collective of individuals 
is in a higher state of average uncertainty or agitation than 
the same individuals independently performing the identical 
actions but as part of a group (e.g., with coordination).  
 Competition between groups increases cooperation 
among ingroup members ([14],[15]), helping a group to 
multitask in its struggle to survive. Given A as a operator 
that serves as a community matrix of, for example, possible 
cooperators working together to multi-task within a tribe’s 
ingroup, or competitors in an outgroup, let 

€ 

aij represent the 

effects of agent-i on agent-j, the opposite for 

€ 

a ji [16] (for 
ingroup-outgroup effects, see [17]; for a system of tribal 
effects, see [18]). The strength of cooperation to multi-task 
can be measured by the state of interdependence in commu-
nity matrix A, where interdependence is the effect that a 
group has on the choices and behaviors of its members; we 
designate interdependence as ρ:  

 

€ 

ρ = (MSG /T −MSS /G /T ) /(MSG /T + (n −1)MSS /G /T ) ,    (1) 
 
 
 

€ 

MSG /T  is the sum of the mean squares from the group 
on a measurement of an issue or problem that is a group’s 
focus as it assigns roles that produce multitasking, represent-
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ed by T (e.g., requiring multiple tasks, a plan of action to 
address the competition); 

€ 

MSS /G /T  is the aggregated con-
tribution from the individuals on a measurement of factor T; 
and n represents the number of members in a group being 
measured (from [19]; see p. 235). ρ ranges from -1 as multi-
tasking goes to zero when the group is replaced by a collec-
tion of independent individuals (e.g., job seekers); or ρ can 
range to +1 as multitasking replaces the individual with 
slavish subservience to a group’s efforts, to a charismatic 
leader, or to an unswerving authoritarianism (e.g., cults; 
gangs).  
 We build A with equation (1), then convert it to an or-
thogonal matrix. Let A be a symmetric matrix with potential 
eigenvalues λ1, … λn. If Q is an orthogonal matrix with real 
values and if Q-1 = Qt, so that the inverse of Q equals its 
transpose, then the row vectors (or column vectors) are or-
thogonal, and QtAQ diagonalizes matrix A into its eigenval-
ues.   
 Let A be an operator on a social object, ψ, within its 
internal zone of influence; 

€ 

ψ  could be an agent or a team, 
etc.; and let 

€ 

ψ  be a column vector that represents the state 
of the social object as operator A transforms state vector 

€ 

ψ  
into a matrix. When 

€ 

ψ  is represented on two sides of an 
equation as 
 

€ 

A |ψ >= x |ψ > ,        (2) 
 
then λ is a scalar that is the eigenvalue or characteristic of A, 
and 

€ 

ψ  becomes an eigenvector or eigenfunction. The usual 
way to solve for the eigenvalue, 

€ 

λ , is with an iterative pro-
cess:

€ 

Aψ − λIψ = (A − λI)ψ = 0 , where I is the identi-

ty matrix (i.e., 

€ 

1 0
0 1
" 

# 
$ 

% 

& 
' ).   

 The outer product of two state vectors is an operator; and 
the outer product of two eigenvectors is a special operator or 
projector, P. P projects an unknown or arbitrary state vector, 

€ 

ψ , into an eigenfunction and eigenvalue. Eigenfunctions 
form a basis that is orthonormal; i.e., given eigenfunctions 

€ 

ψ  and 

€ 

φ  and 

€ 

<ψ |φ >  as the inner product of the two 
eigenfunctions, then 

€ 

<ψ |φ >=ψ1φ1 +ψ2φ2 + ... = δ ij , 
where 

€ 

δ ij  as the Kronecker delta equals to 1 when i=j, oth-
erwise 0. This result means that state vectors are normalized, 
the inner product summing to 1 when the eigenvectors are 
the same (i.e., cos 0 deg = 1); it also means that the probabil-
ities of measuring interdependent (or bistable) factors always 
sums to 1 (i.e., when the probability of one bistable factor 
goes to zero, that of the other goes to 1).  
 
 Bistability. In contrast to a stable image, an example of 
bistability is easily apprehended by comparing a stable im-
age with a bistable illusion (fig. 1).  
 If 

€ 

ψ  was a simple column vector representing the state 
of its independent elements, putting aside the mathematical 
manipulations to find the eigenvalues, there would be little 
ambiguity in constructing conceptual models or in under-
standing them based on what amounts to a convergent, ra-
tional process. Conceptual difficulties arise and intuition 
fails when interdependence (groupiness) is introduced. Be-

ginning with simple bistability, 

€ 

ψ  becomes a superposition 
of two orthogonal but factorable states, such as an observa-
tion and an action; a republican and a democrat; or a single 
tribal ingroup and outgroup (e.g., [22]). Putting time evolu-
tion aside for this paper, we gain insight into a static situa-
tion by letting 

€ 

| 0 >  be the name of a column vector that 
represents one of the orthogonal factors of a basis, and 

€ 

|1 >  

the other (e.g., we arbitrarily set observation to 

€ 

| 0 >=
1
0
" 

# 
$ 
% 

& 
' , 

and action to 

€ 

|1 >=
0
1
" 

# 
$ 
% 

& 
' ); similarly, we could let a single 

person oscillate between being a conservative, represented 
by 

€ 

| 0 > , and a liberal, represented by 

€ 

|1 >  (and vice ver-
sa); or ingroup A versus outgroup B ([17]). Orthogonal vec-
tors 

€ 

| 0 >  and 

€ 

|1 >  form a basis. 
 

!

  
Fig. 1. On the left is a stable picture of the Department of Energy’s 
(DOE) waste management operations using cardboard boxes, its prima-
ry container to dispose of solid radioactive wastes until the mid-1980s, a 
practice immediately suspended after it was publicized ([20]). On the 
right is a bistable illusion of either an old woman looking downward 
and to the left, or of a young woman looking over her right shoulder. 
Cacioppo and colleagues [21] established that bistable images cannot be 
held in awareness simultaneously. Generalizing, the presence of two 
independent images or concepts requires a focus on one that precludes a 
simultaneous focus on the other.1  
 

 
 Incompleteness and uncertainty. New information may 
serve to change an individual’s strongest beliefs; however, 
confirmation bias makes it unlikely that contradictory new 
information will be judged objectively by a committed be-
liever [23]. The avoidance of cognitive dissonance keeps the 
most important attitudes and beliefs of humans stable [24], 
indicating that effort is necessary to change strongly held 
beliefs [25], foreshadowing the conflict that spontaneously 
arises between political parties, placing a premium on a 
buffer between them, such as a neutral middle class; when 
the neutral middle dissipates, open conflict between the 
extremes in a society becomes likely [26]. Together, these 

                                                
1 From the research of U. Neisser: For a brain with finite computing 
power, zooming in to focus on one thing always means picking up less 
information about everything else”. Scientific American (2013, 6/11), 
“Your Hidden Censor: What your mind will not let you see”.  
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two biases make it unlikely that a leader of say a conserva-
tive or liberal group would entertain an opposing (orthogo-
nal) viewpoint, especially when entertaining such a view 
threatened the power, status or access to resources under 
control.  Not so for those located farthest from a leadership 
position or removed from the direct control of a funding 
source, so called “neutral” members or swing voters, those 
whose beliefs are quixotic, unstable or malleable. To simpli-
fy what constitutes a complexity of its own, assume there are 
ideologues on either side of an issue, and that all others are 
swing voters ensconced in the neutral camp. For a single 
individual in a political swing camp, we postulate that both 
views are held simultaneously in a state of superposition; 
likewise for those individuals mindful while in a state of 
complicated action (viz., possessing a competent grasp of 
reality, not daydreaming, or not in a state of denial about 
their action, as might be true for an alcoholic in denial). For 
a single social agent in a superposition of orthogonal factors 
(opposed beliefs; or beliefs and actions), we propose:  
 

€ 

|ψ >= a | 0 > +b |1 >,        (3) 
 
with the basis for a single agent written as {|0>, |1>}, where 

€ 

| a* a' |= a* a = a2  (here a’ is the complex conjugate 
that we use to represent the oscillations caused by an illu-
sion) gives the probability of a social object being found in 
state |0>, and with b2 giving the probability of being in state 
|1>. But this state vector is still factorable, suggesting that 
the oscillating (conflicting) perspectives for a neutral indi-
vidual may be simply aggregated to reconstruct the oscilla-
tion (but see below).  
 Equation (3) is easily factored; however, breaking apart a 
bistable state of superposition leads to a loss of information, 
producing incompleteness about the interdependent state.  
 
Evidence of incompleteness for individuals: Hypothesis: 
The effect of measuring a in equation 3 produces incomplete 
information about the measurement of b.  
 The evidence from studies of individuals: First, Tversky 
[27] found that an individual’s justification for an action is 
unrelated to the action performed. Second, despite the re-
ports by women of taking HIV prevention pills 95% of the 
time, the measure of effective drug levels in their blood near 
the time of infection was less than 26%.2 Third, in a 30-year 
meta-analysis, the association was found to be negligible 
both between self-esteem and academic success, and be-
tween self-esteem and success at work [28]. 
 
Interdependence. To model a group in a state of interde-
pendence, we introduce the tensor product of independent 
elements, for example, 

€ 

| 0 >⊗ | 0 >, represented as |00>; 
and 

€ 

|1 >⊗ |1 >, represented as |11>. The basis for a 2-
agent system becomes 

€ 

{| 00 >,01 >,|10 >,|11 >}. Fac-
torability means independent objects, that any separable 
vector space V as by tensor decomposition into basis ele-
ments is not interdependent. i.e., given the state vector 

€ 

|ψ >  of a system, where

€ 

V =V1⊗V2 ⊗ ...⊗Vn , the 

state 

€ 

|ψ >  is separable iff 

€ 

|ψ >= v1⊗ v2 ⊗ ...⊗ vn . 

                                                
2 News, 2012, Science, 335: 1291. 

Otherwise, 

€ 

|ψ >  is in an interdependent state. For example, 
when  
 

€ 

|ψ >=
1
2
(| 00 > + |11 >) ,       (3) 

 
|ψ> is in a state of interdependence. To prove, let 

€ 

(a1 | 0 > +b1 |1 >)(a2 | 0 > +b2 |1 >) =
1
2
(| 00 > + |11 >) . 

On the left-hand side, there exists no combination of a’s and 
b’s such that 

€ 

a1b2  and 

€ 

b1a2  are both zero. Equation (3) 
reflects two agents in a state of superposition. Breaking it 
into separable elements not only loses information, but also 
produces an incomplete state that cannot be recombined to 
reproduce the state of superposition.  
 
Evidence of incompleteness for groups: Hypothesis: Indi-
viduals are poor at multitasking [10]. In contrast, the func-
tion of a group is to multitask. Multitasking with agent-1 and 
agent-2 forces them to focus on their individual tasks to 
manage the work-flows and communications between them 
to constitute the elements of a multitask, reducing the infor-
mation available to them about their own performances.  
 The evidence from studies of organizations: First, Bloom 
and colleagues [29] found that the estimation by managers of 
their firm’s performance was unrelated to the firm's actual 
performance. Second, Lawless and colleagues [20] found no 
association between book knowledge of air combat skills 
and performance in combat, but a significant association 
between training and performance. Third, uncertainty in the 
observations of better-run organizations was found to be-
come noise (e.g., compared to say a hostile merger, the Mara 
Salvatrucha or MS-13 gang expends free energy to become 
relatively dark on purpose; in contrast to MS-13, Apple is 
dark by successful teamwork; in [12]). Fourth, game prefer-
ences made before games played by humans in dyads or 
groups were found to be unrelated to the game choices they 
made during games [30]. Fifth, despite that most mergers 
fail [44],3 they are often pursued to offset a vulnerability,4 to 
gain a new technology, to remove a competitor, but also to 
transform a business model.  
 Finally, combining experiences for individuals and 
groups, among the numerous common examples of incom-
pleteness that could be offered: Couples therapy is very 
difficult for therapists.5 Almost all team sports, and many 
great golfers, use coaches; many successful firms use con-

                                                
3 For many years, H.P. has been acquiring firms through mergers. Re-
cently, however, H.P. is headed towards collapse, with its parts worth 
more than the whole company, a split up or spinoff makes sense: H.P.’s 
market capitalization is about $27 billion. That’s scarcely more than 
half the price its parts would fetch as standalone entities.” (From the 
New York Times (2012, 12/6), “Why breaking up H.P. makes sense”.)   
4 CNBC (2013, 2/20), “Office Depot, Office Max plan $1.2 Billion 
merger deal. … The two companies are competitors to Staples, the 
world’s largest supplier of office goods who dominates the space. The 
deal appears to be an attempt by both … to become more competitive 
… even as they confront declining market share and consumers that 
move to buy online.” 
5 e.g., New York Times (2012, 3/2), Does couple therapy work?  
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sultants; and military team sorties end only after the lead 
pilot debriefs the team. And even though there are no satis-
factory theories of team performance [5], it has been found 
that team performance in aviation is improved with practice 
[4]. Similarly, the Institute of Medicine concluded that 
adopting the example of aviation’s team training would 
reduce errors in medicine [31].  
 In sum, as Galton discovered when a crowd of independ-
ent individuals was able to accurately estimate the weight of 
an ox, groups that process all of the available information 
are more likely than any one individual to be correct.6  
 
Competing groups and limit cycles. We postulate that 
at the level of individuals and groups, there is a constant 
competition to focus on the orthogonal functions for 
observation and action, orthogonal views like conserva-
tism and liberalism, or orthogonal membership in tribe A 
or tribe B. The competition between these orthogonal 
functions results in limit cycles7 (e.g., for data on the 
competition between A ple and Samsung, see Fig.2). 
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6 This idea is still current; e.g., Surowiecki’s (2004) The Wisdom of 
Crowds; conversely, it is an effect that is lost under the combination of 
isolation and authoritarianism to produce stagnation, possibly reversing 
social evolution; see M. Ridley’s review of the present dire straits of 
North Korea in “From Phoenicia to Hayek to the ‘Cloud’, in Wall Street 
Journal (2011, 9/11). Similar stagnation is seen in varying degrees in 
Cuba, Russia, and others, like Venezuela; e.g., Bloomberg (2013, 1/9), 
“Food Shortages in Venezuela Bigger Worry Than Constitution”.  
7 A limit cycle is the trajectory of a dynamical system’s oscillations of 

periodic behavior(s) caused by the interdependence between at least 
2 factors; they can be stable; and they can be beneficial; e.g., New 
York Times (2012, 9/28), “Why the beaver should thank the wolf”. 
Limit cycles reflect a “gap” in social reality, explained in the text.  

 
Fig. 2A (Top). Bistable data (from a simple coupled equation) generate 
a limit cycle, N1 versus N2; in [16]) as displayed over time, t. Notional 
parameters produce "frictionless" oscillations. We interpret N1 and N2 to 
reflect competition at time 1 (and t = 3.5, 6 and 7) (from [12], p. 296).  
Fig. 2B (Below). From RCP,8 President Obama’s daily poll approval 
numbers suggests a limit cycle. 
 
 Limit cycles depend on the free flow of neutrals to one 
(ideological, commercial, scientific, etc.) belief position or 
another. Limit cycles can be suppressed under authoritarian 
rule. In a dictatorship, control is asserted by censoring in-
formation [16]; i.e., by forcibly setting a or b to zero. But 
while control is gained, the opportunity for mistakes increas-
es dramatically (e.g., DOE’s mismanagement of nuclear 
wastes prior to 1985;9 China’s air10 and water11 contamina-
tion today; USS Vincennes shoot-down of an Iranian airbus 
in 1988, killing all aboard;12 and USS Greeneville’s collision 
with a Japanese fishing boat,13 killing nine aboard).  
 Compared to a collection of independent individuals, we 
had initially assumed that the entropy (S) is set to zero for a 
perfect team, the driving motivation to form a tribe. We now 
justify this assumption in the limit as follows (and contradict 
it later). Transaction costs are lower for individuals inside of 
a firm performing the same functions as for those same indi-
viduals multitasking in a firm [32]. This cost differential 
motivates the six-sigma processes designed to reduce waste 
in a firm, thereby precluding the tradeoffs a firm must make 
to find the new sources of free energy needed to adapt or to 
innovate [3], unexpectedly generating more entropy in a 
changing environment [2], and setting a firm up for failure.14  
 Equation (2) does not allow us to capture tradeoffs. For 
two operators, we begin by writing:  
 

                                                
8 Data from RCP: 

http://www.realclearpolitics.com/epolls/other/president_obama_job_
approval-1044.html 

9 New York Times (1985, 3/17), “Living with nuclear waste”.  
10 New York Times (2013, 1/14), “China lets media report on air pollu-

tion crisis.” 
11 Al Jazeera (2013, 3/4), “China comes clean on water pollution”.  
12 Washington Post (1988, 7/4), “Navy missile downs Iranian Jetliner.” 
13 Chicago Tribune (2001, 11/26), “3 investigating Admirals tour USS 

Greeneville’s control room.”  
14 e.g., the collapse of sales of the Blackberry by RIM; from Wall Street 
Journal (2012, 3/30), “RIM weighs bleak options”.  
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€ 

A,B[ ] = AB − BA.       (4)  
 
 When two operators representing two different tribes 
have the same eigenvalue, then the operators commute: 

€ 

A,B[ ] = AB − BA = 0. With agreement between two 
erstwhile competitors,15 the combined social system is sta-
ble, no oscillations occur, nor do limit cycles exist. But when 
disagreement arises between two competitors, their two 
operators do not commute, and 

€ 

A,B[ ] = iC , where C is a 
measure of the gap or distance in reality between A and B. 
However, as multitasking improves, the tradeoffs between 
each group’s focus on the tasks at hand interfere with their 
meta-perspectives on how best to change or tune tasks to 
improve performance [29], motivating the tradeoffs that 
reflects the conservation of information (from [33]):  
 

€ 

σAσB ≥1/2 .          (5) 
 
where 

€ 

σA  is the standard deviation of variable A over time, 

€ 

σB  is the standard deviation of its Fourier transform, intro-
ducing frequency, and the two together form a Fourier pair 
that reflect tradeoffs. Interdependent uncertainty generates 
tradeoffs. For example, as uncertainty in a team’s or firm’s 
skills decrease, uncertainty in its observations increase.  
 
“Gaps” in the construction of reality: Equations (2) and 
(4) reflect the existence of a “gap” in social reality, C, that 
permits social dynamics to operate. Social dynamics derive 
from the challenges to claims, social illusions [34] and irra-
tionality [35], feeding limit cycles (May, 1973). The evi-
dence indicates that the conscious awareness of signals takes 
about 500 msecs, but under decision-making, it can extend 
to several seconds (of at least 7 secs) before a human’s con-
sciousness becomes aware of its “desire” to switch to a new 
choice (Bode et al., 2011) that can then be articulated by the 
human brain’s running narrator [37],16 often construed as 
“free will”.17  
 Gaps are needed to create a state of superposition over a 
claim, to process the challenges that establish the oscillations 
between claims, giving observers time and space to process 
sequentially the information derived from opposing perspec-
tives. But the human motivation is to believe that knowledge 
processing is too cumbersome, leading to the various illu-
sions such as that a merger reduces overcrowding in a col-
lapsing market, that six-sigma processes safely improve 
profits, or that market returns improve by chasing market 
leaders. The motivation in these and other illusions is to 

                                                
15 For example, see agreement between the New York Times and Wall 
Street Journal over the pigs found in the river headed to Shanghai; cf. 
New York Times (2013, 3/12), “China: Dead pigs in river near 6,000”; 
and Wall Street Journal, Review & Outlook, Editorial (2013, 3/15), 
“What’s in China’s water? Of floating pigs and political change.” 
16 Working in the field with teams of robots capable of collectively 
updating their status, changing roles among their members, and making 
re-tasking decisions, all in less that one second, the anecdotal evidence 
indicates that their human operators should not be sent alerts in less than 
45 seconds and preferably 90 seconds.   
17 Raghunathan, R. (2012, 5/8), “Free will is an illusion, so what?”, 

Psychology Today.  

ignore, reduce or replace the “gaps” in reality with a rational 
approach instead of an emphasis (focus) on problem solu-
tions. For example, McKelvey and colleagues ([1] p. 156) 
have concluded that “Microsoft’s ecosystem is a good ex-
ample of SOC [self-organized criticality] working well 
across an entire industry … [that] is PL [power law] distrib-
uted. Given that well-working SOC dynamics are required 
for industry change, growth and survival the PLs become 
good indices of whether or not an industry is well-endowed 
with SOC dynamics.” But McKelvey’s notions of SOC and 
PLs are descriptive and a-causal, which are unable to capture 
the recent market failures of Microsoft.18  
 
 
3. Discussion 
 
Despite the accumulating evidence against the traditional 
model, it remains rational (e.g., Bayesian). Silver [38] con-
cludes that the brain forms and continually updates a set of 
Bayesian “priors” learned over a lifetime used to interpret 
new data that corresponds to its environment. But Silver’s 
technique of aggregating polling data copies Galton’s in-
sight. The more important question is why Democrats and 
Republicans look at the same data but interpret it differently 
at the same time, thereby generating bistable illusions, con-
flict and oscillations. Numerous examples exist; e.g., R.A. 
Fisher, the esteemed statistician and evolutionary biologist 
[39], argued against the evidence that smoking cigarettes 
would cause cancer; but Fisher was a smoker [40], likely the 
cause of his not accepting the available evidence. 
 
 
Conclusion:  

 
We have argued that interdependence combines with cogni-
tive dissonance to make those of us who adopt strong beliefs 
act to suppress both our internal cognitive narrator, known 
as confirmation bias [23], but also the alternative views of 
our ingroup, forming the ingroup-outgroup bias [17]; when 
these beliefs are unchallenged, they give the illusion of sta-
ble reality; but when challenged, they drive the oscillations 
of social behavior between competing teams, tribes, or firms 
across a system [20]. Thus, the presence of alternative views 
in the decision process is not only the end of certainty that 
motivates tradeoffs (equations 3 and 5, respectively), but it is 
also the source of information that competition generates for 
observers to process that preclude, reduce or mitigate trage-
dies (e.g., no modern democracy has ever suffered from 
famine; in [41]; and no modern democracy has ever started a 
war against another democracy; in [42]). To defend an indi-
vidual, Chagon [22] concluded that people find safety in 
numbers of their own. However, although not very popular 
to any single tribe of Republicans or Democrats, competing 
religions or different races, nonetheless, it is the competition 

                                                
18 Despite its leadership with computer desktop software, Microsoft has 
failed to successfully develop a mobile device or tablet computer; from 
Bloomberg (2013, 315), “Microsoft’s surface tablet is said to fall short 
of predictions”; and 
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for the strongest idea that has become the modern foundation 
of free speech [43].19  
 Without competition, information incompleteness im-
pedes social evolution. But with conflict and its manage-
ment, indirect control of hybrid teams may be feasible. So-
cial uncertainty spontaneously generates interdependence, 
just as interdependence generates social uncertainty. Both 
require a “gap” in reality that promotes competition as neu-
trals sort through the interpretations when they are free to 
make the best choice, switching back when a choice does not 
pan out, forming limit cycles that indirectly provide social 
control. Social information must remain incomplete, forcibly 
true under dictatorships to maintain direct control [16], but 
inescapably true in democracies with working checks and 
balances. However, unlike dictatorships, the search for com-
pleteness in democracies leads to social evolution.  
 Future research. Finally, we began by setting the base-
line entropy for well-functioning teams to zero [12]. Next, 
we need to revise it to underscore the cognitive difficulty 
implied by equation (3) for two or more agents multitasking 
together in a state of superposition. Equation (3) suggests on 
the one hand how a team or an organization can perform at a 
high level, but also why on the other hand they are incom-
plete witnesses of their performance. To close out our pro-
ject, how can agents generate the data in Figure 2 for equa-
tion (3) or (4)? We suspect that a conflict center creates 
interference among superposed neutrals; that winning a 
debate or selling more Apple computers on one day some-
what suppresses a conflict center’s complementary element, 
producing stable results; that a tie causes no movement in 
the results; and that a more competitive counterattack from a 
previously failing candidate or firm creates the return arm in 
the results that builds the limit cycle.  
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19 In his dissenting opinion, Justice Holmes wrote: "when men have 

realized that time has upset many fighting faiths, they may come to 
believe even more than they believe the very foundations of their 
own conduct that the ultimate good desired is better reached by free 
trade in ideas -- that the best test of truth is the power of the thought 
to get itself accepted in the competition of the market, and that truth 
is the only ground upon which their wishes safely can he carried 
out." 
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