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Abstract

Recent years have witnessed a thriving development of web service all over the world. Almost every imaginable service in our everyday life becomes available online. With the increasing number of web services, a lot of works has been done with regard to the issue of web service discovery. The prevailing service discovery architectures are centralized architecture and distributed architecture. Since the former is considered to be weak at robustness and scalability, a significant research attention is focused on the latter one. However, most of the existing works do not cover the modeling of traffic. To address this problem, we in this paper present a Chord-based traffic model for web service discovery in distributed environment. The proposed model analyzes the node behavior through the operation of five queues. The traffic of a node is regulated by a traffic management module. Different traffic management policies are analyzed for the purpose of improving the availability and latency of service discovery in a Chord network. In order to evaluate our model, we conduct extensive experiments and make an analysis of the simulation results.

Keywords: Discovery, Web Service, Service Information, Traffic Modeling, Peer-to-peer Networks

1. Introduction

With the increasing deployment of web service on the Internet, the issue of web service discovery becomes a widely-recognized topic in the research area [1], [2] and [3]. Generally, there are two architectures for web service discovery: centralized architecture and distributed architecture. The centralized architecture [4] stores the information of web service in a centralized manner. Two popular centralized mechanisms are registry and index. The web service information stored in a registry is authoritatively controlled by the registry owner. A famous example of registry is UDDI [5]. Due to several important technical drawbacks, the UDDI is considered to be imperfect; and a lot of improvements have been made [6], [7] and [8]. An index collects the web service information from the Internet. Unlike a registry, an index does not control what information is provided to the users. A well-known example of the index is the search results given by a search engine. Due to some intrinsic shortcomings of a centralized architecture, such as bottle neck and robustness, the researchers have done many works for the distributed architecture, such as [9], [10], [11] and [12]. All these works are based on a P2P network. The advantages of P2P network accord the above contributions scalability and reliability. However, the modeling and analysis of traffic is not involved.

In this article, we address the issue of web service discovery by introducing a Chord-based traffic model. In the proposed model, a node contains five queues: incoming queue, answer queue, forward queue, query queue and outgoing queue. For each node, there is a traffic management module which regulates the dequeue operations of the answer queue, the forward queue and the query queue. For the traffic management module, it is convenient to conduct a policy making based on the percentages of processing ability which are allocated to deal with the above three queues. In a word, our model provides a way to optimize the availability and latency of service discovery in a Chord network by modeling the node behavior.

The reminder of this article is organized as follows. Section 2 provides a brief review of the Chord protocol. Section 3 details our traffic model and the traffic management policy. In Section 4, we evaluate the proposed model by simulation and present an analysis of the simulation results. Finally, we make conclusions and highlight the future work in Section 5.

2. Review of Chord

In computer network, a distributed environment is often implemented as a peer-to-peer (P2P) network. According to the connection mode of the nodes and the way of resource allocation, P2P networks are categorized as unstructured and structured (or a hybrid type combing the two) [13]. In unstructured peer-to-peer networks, there is no specific structure for the nodes. All connections among the nodes are randomly formed [14]. There are many famous protocols for unstructured P2P networks, such as Gnutella [15], Gossip [16] and Kazaa [17]. Since there is no structure in
unstructured P2P networks, a high robustness could be achieved and the effect of single point failure is low. However, the flooding problem which could cause a large scale of congestion for the whole network is a major drawback of unstructured P2P networks. In a structured P2P network, nodes are regulated by a structured model. The most notable model is the distributed hash table (DHT) [18]. The nodes in a DHT-based P2P network could issue a query using a hash table. Literatures have proposed plentiful protocols for structured P2P networks, such as Pastry [19], Chord [20], Tapestry [21] and Kademlia [22].

In particular, our traffic model is based on the Chord protocol. The basic idea of Chord is as follows. The information of a resource is stored on a specific node in the form of key-value pair. A query is supposed to be answered by the node which is responsible for the key contained in the query; and a reply which contains the corresponding value of the key will be sent by the answering node. All nodes and resources are uniquely mapped to a $2^m$ identifier space using consistent hashing. Suppose there is a consistent hash function $cHash(str)$ whose return value is always an $m$-bit binary string irrespective of what the independent variable $str$ is. Thus, the lengths of the id for a node and the key for a resource are both $m$-bit. Conventionally, the id of a node is obtained by $cHash(ip)$, where $ip$ is the IP address of the node. The key of a resource is obtained by $cHash(value)$, where value is the resource name or location. For example, the value of a web service may be the corresponding URL of the web service. The values of a node id and a resource key are both in the range of $[0,2^m-1]$.

The structure of a Chord network could be logically interpreted by an abstract model which is called the Chord ring. For a Chord ring where the identifier space is $2^m$, there are $2^m$ uniformly distributed positions on the Chord ring which are labeled from 0 to $2^m-1$ in the clockwise direction. Nodes are located on the Chord ring according to their ids. Each node on the Chord ring has a successor and a predecessor. By the successor of a node we mean the next node on the Chord ring in the clockwise direction; while the predecessor of a node is the next node in the counter-clockwise direction. Keys are assigned to nodes according to the rules given below. Considering the existing nodes on the Chord ring, a key is assigned to the first node whose id is greater than or equal to the key. The lookup operation of a key is implemented based on a component which is called finger table. For a node $n$ in the Chord ring where the identifier space is $2^m$, the detailed definition of its finger table is given in [20]. On average, a query will be forwarded $\frac{1}{2}\log n$ times before reaching its destination [23]; and this is a remarkable performance.

Moreover, the Chord protocol is resilient to node failure and could handle node join smoothly. Since this paper is not focused on explaining the operation of Chord, we omit the details such as key lookup, stabilization of node join/failure and load balance. In order to facilitate the presentation of our model. We briefly make the following summary for the operation of key lookup. A query travels on the Chord ring in the clockwise direction. If an intermediate node receives a query which it is unable to answer, it will forward the query according to the specification of the Chord protocol. When the query arrives at a node which is able to answer it, the node will send a reply designated to the corresponding node which issued the query.


3.1 Node Model

In this section, the node behavior is modeled in order to facilitate the analysis of the traffic in a Chord network. The fundamental concept we employed is that the node behavior is driven by discrete events. For simplicity, we only consider two types of messages in the Chord network: a query message and a reply message. We set up five message queues in a node: query queue, incoming queue, answer queue, forward queue and outgoing queue. All these queues possess the classic property of First-In-First-Out (FIFO). In our node model, there are two interfaces that node $n$ interacts with other nodes in the Chord network: the incoming queue and the outgoing queue. Considering a node $n$ in the Chord network, we give the definitions of the above five queues and draw a flow chart of messages in Fig. 1.

Definition 1. Incoming Queue $IQ_n$. All messages which are about to flowing into node $n$ are enqueued in the incoming queue. It is the only interface through which other nodes in the Chord network could interact with node $n$. We denote the total number of incoming messages by $mi_n$.

Suppose there are $q_i_n$ query messages and $r_i_n$ reply messages. Trivially, we have $mi_n = qi_n + ri_n$.

Definition 2. Outgoing Queue $OQ_n$. All messages which are about to flowing out node $n$ are enqueued in the outgoing queue. It is the only interface through which node $n$ could interact with other nodes in the Chord network. We denote the total number of outgoing messages by $mo_n$.

Suppose there are $q_o_n$ query messages and $r_o_n$ reply messages. Trivially, we have $mo_n = q_o_n + r_o_n$.

Definition 3. Query Queue $QQ_n$. The query messages issued by node $n$ are enqueued in the query queue. The number of query messages issued by node $n$ is denoted by $q_n$.

Definition 4. Answer Queue $AQ_n$. Among the incoming query messages, node $n$ might be able to answer some of them. We denote the number of these messages by $q_r_n$, where $0 \leq q_r_n \leq q_i_n$. And these query messages are enqueued in the answer queue.

Definition 5. Forward Queue $FQ_n$. The portion of the incoming query messages which node $n$ is unable to answer is enqueued in the forward queue. We denote the number of these messages by $q_f_n$, where $0 \leq q_f_n \leq q_i_n$. Trivially, we have $q_i_n = q_r_n + q_f_n$. In addition, the portion of the incoming reply messages which are not designated to node $n$ is also enqueued in the forward queue. We denote the number of these reply messages by $rf_n$, where $0 \leq rf_n \leq ri_n$. Suppose the number of reply messages which are designated to node $n$ is denoted by $rs_n$. Then, we have $ri_n = rf_n + rs_n$.


3.2 Traffic Management Policy

In order to facilitate the presentation of our model, we formulate the processing ability of node \( n \) as

\[
pa_n = \frac{mi_n + mo_n}{\text{time period}}.
\]

For an individual node \( n \), the value of \( pa_n \) is constant. In case of a severe denial of service (DoS) attack, the processing ability of node \( n \) might be exhausted by incoming messages, then there are no effective outgoing messages, namely \( mo_n = 0 \). However, we in this paper assume that the values of \( mi_n \) and \( mo_n \) are both in normal range. Furthermore, we assume that node \( n \) always has sufficient processing ability to deal with the incoming messages. Thus, our traffic model is focused on the analysis of processing ability which deals with outgoing messages. We denote this part of processing ability by \( poa_n \) and suppose the value of \( poa_n \) is constant in each time step.

Considering three queues \( QQ_n \), \( AQ_n \) and \( FQ_n \), in each time step, the number of messages dequeued from the above three queues are denoted by \( qq_n \), \( aq_n \) and \( fq_n \), respectively. And the sum of the three numbers could not exceed the value of \( poa_n \), namely

\[
qq_n + aq_n + fq_n \leq poa_n.
\]

Since all the messages dequeued from \( QQ_n \), \( AQ_n \) and \( FQ_n \) are supposed to enqueue in \( OQ_n \), it is necessary that there is a traffic management module in node \( n \). In order to maximize the utilization of the processing ability \( poa_n \), the traffic management module should dynamically allocate the processing ability to meet different dequeue demands of the three queues. More importantly, the priority of dequeue operations of the three queues should also be considered for the purpose of improving the performance of the Chord network. In short, the essential function of the traffic management is to regulate the enqueue operation of \( OQ_n \).

For an incoming query message \( q \) which is dequeued from \( IQ_n \), node \( n \) checks its own database to determine whether it could be answered. If node \( n \) is able to answer it, the query message is enqueued in \( AQ_n \). It is supposed that when the query message \( q \) is dequeued from \( AQ_n \), the corresponding reply message \( r \) will be constructed and enqueued in \( OQ_n \). If node \( n \) is unable to answer the query message \( q \), node \( n \) should forward it to another node in the Chord network according to the specification of the Chord protocol. That is to say, the query message \( q \) is enqueued in \( FQ_n \). It is supposed that when the query message \( q \) is dequeued from \( FQ_n \), it will be enqueued in \( OQ_n \).

Similarly, for a query message \( q \) which is issued by node \( n \), it is supposed that the query message \( q \) will be enqueued in \( OQ_n \) when it is dequeued from \( QQ_n \).

For an incoming reply message \( r \) which is dequeued from \( IQ_n \), node \( n \) checks whether it is designated to itself. If the reply message \( r \) is designated to node \( n \), it is handed over to the query generator module for the purpose of resolving the corresponding query message generated previously. Otherwise, node \( n \) should forward it to another node in the Chord network according to the specification of the Chord protocol. That is to say, the reply message \( r \) is enqueued in \( FQ_n \). It is supposed that when the reply message \( r \) is dequeued from \( FQ_n \), it will be enqueued in \( OQ_n \).

As mentioned above, all the query messages and reply messages dequeued from \( QQ_n \), \( AQ_n \) and \( FQ_n \) are supposed to enqueue in \( OQ_n \). We normalize the total processing ability \( poa_n \) which deals with \( OQ_n \) by one. The percentages of processing ability allocated for \( QQ_n \), \( AQ_n \) and \( FQ_n \) are denoted by \( Q_n \), \( A_n \) and \( F_n \), respectively. Then, we have

\[
Q_n + A_n + F_n = 1,
\]

where \( Q_n \geq 0 \), \( A_n \geq 0 \) and \( F_n \geq 0 \). In order to analyze the performance of the Chord network, we choose two primary metrics availability and latency. Specifically, they are defined as follows.
Definition 6. By the availability of node $n$, we mean the answer rate of the query messages issued by node $n$. We denote the availability of node $n$ by $av_n$. Note that the term answer indicates that for a query message issued by node $n$, the corresponding reply message is received by node $n$. The availability of the network is given by the average availability of all nodes in the network; and it is denoted by $AV_n$.

Definition 7. By the latency of a reply message designated to node $n$, we mean the time steps between the time when the corresponding query message is sent by node $n$ and the time when the reply message is received by node $n$. We denote the latency of a reply message $r$ by $la_r$. If node $n$ does not receive the corresponding reply message of a query message, the latency is considered to be infinite. Thus, we do not take it into account. The latency of the network is given by the average latency of all reply messages in the network; and it is denoted by $LA_n$.

Based on the definitions of availability and latency, we analyze how they are influenced by the three percentage parameters mentioned above. Given a time period $[t_a, t_b]$, where $t_b > t_a$, let us consider a query message $q$ which is issued by node $n$. For all the queues involved, we assume that there are no enqueue/dequeue operations of other messages except for the query message $q$ and its corresponding reply message $r$.

As illustrated in Fig. 2, the query message $q$ is answered by node $m$, and node $k$ is the only intermediate node between node $n$ and node $m$. Briefly speaking, if $t_b > t_a + 11$, the corresponding reply message $r$ of the query message $q$ will eventually be received by node $n$. In this case, the current availability of node $n$ is $av_n = 100$%; and the latency of the reply message $r$ is $la_r = 11$. When $t_b < t_a + 11$, node $n$ will not receive the reply message $r$. In this case, the current availability of node $n$ is $av_n = 0$%. Since the reply message $r$ is not received by node $n$, there is no value of the latency.

There are three percentage parameters in Fig. 2: $Q_n$, $F_k$, and $A_m$. Suppose $Q_n = 0$ at $t_a + 1$, for the query message $q$, the dequeue operation of $OQ_n$ and the subsequent enqueue operation of $OQ_n$ become unable to execute. The two operations are postponed until $Q_n > 0$. This introduces an extra delay, and we denote it by $d_a1$. Similarly, when $F_k = 0$ at $t_a + 4$, $A_m = 0$ at $t_a + 7$ and $F_k = 0$ at $t_a + 10$, we denote the extra delays by $d_{a2}$, $d_{a3}$ and $d_{a4}$, respectively. If $t_b > t_a + 11 + t_{d1} + t_{d2} + t_{d3} + t_{d4}$, the reply message $r$ will be received by node $n$. Then, the latency of $r$ is $la_r = 11 + t_{d1} + t_{d2} + t_{d3} + t_{d4}$.

Suppose there are $h$ intermediate nodes between the querying node $n$ and the answering node $m$, they are denoted by set $\{k_1, k_2, \ldots, k_h\}$. Before a query message $q$ arrives at the answering node $m$, there exist $h + 1$ possible points which could introduce an extra delay to the query message. We denote them by the node set $\{n, k_1, k_2, \ldots, k_h\}$.

For the querying node $n$, the value of $Q_n$ determines whether the sending of $q$ is postponed. We denote the possible delay of $q$ introduced by $Q_n$ by $t_{dn}$; then the actual delay of $q$ at the querying node $n$ could be computed as

$$t_n = (Q_n > 0)\cdot t_{dn}.$$  

For an intermediate node $k_i$ which forwards $q$, the value of $F_{ki}$ determines whether the forwarding of $q$ is postponed. We denote the possible delay of $q$ introduced by $F_{ki}$ by $t_{dk_i}$; then the actual delay of $q$ at the intermediate forwarding node $k_i$ could be calculated as

$$t_{ki} = (F_{ki} > 0)\cdot t_{dk_i}.$$  

Fig. 2. Sequence chart of the query and answer process
Likewise, before the reply message $r$ arrives at the querying node $n$, there also exist $h + 1$ possible points which could introduce an extra delay to the reply message $r$. We denote them by the node set \( \{ m, k_1, k_2, \ldots, k_h \} \). For the answering node $m$, the value of $A_m$ determines whether the sending of $r$ is postponed. We denote the possible delay of $r$ introduced by $A_m$ by $t_{md}$, then the actual delay of $r$ at the answering node $m$ could be computed as
\[
t_m = (A_m > 0) ? 0 : t_{md}.
\]
For an intermediate node $k_i$ which forwards $r$, the value of $F_{k_i}$ determines whether the forwarding of $r$ is postponed. We denote the possible delay of $r$ introduced by $F_{k_i}$ by $t'_{dk_i}$, then the actual delay of $r$ at the intermediate forwarding node $k_i$ could be calculated as
\[
t'_{ki} = (F_{k_i} > 0) ? 0 : t'_{dk_i}.
\]
Hence, according to the definition of latency, the latency of a reply message $r$ could be computed as
\[
l_a = t_n + \sum_{i=1}^{h} (t_{k_i} + t'_{k_i}) + t_m.
\]
Suppose there are $g$ query messages sent by node $n$ during the time period $[t_a, t_b]$. We denote them by the set \( \{ q_1, q_2, \ldots, q_g \} \). For these $g$ query messages, node $n$ received $g'$ corresponding reply messages during the time period $[t_a, t_b]$. We denote the received reply messages by the set \( \{ r_1, r_2, \ldots, r_g' \} \), where $g' \leq g$. Then, the availability of node $n$ could be calculated as follows:
\[
av_n = \frac{\sum_{i=1}^{g'} (t_a + l_a \leq t_b) ? 1 : 0}{g}.
\]
Since the processing ability which deals with outgoing messages is limited, the traffic management module should coordinate the values of $Q_n$, $A_n$ and $F_n$ for the purpose of improving availability and latency. In addition, the priority of dequeue operations of $QQ_n$, $AQ_n$ and $FQ_n$ should also be considered for the same reason. In general, for a Chord network, a significant amount of traffic volume is playing the relay function. Thus, we hold that $F_n$ is the largest one. A small $Q_n$ may cause a backlog in $QQ_n$, then the latency of the network increases and the availability of node $n$ decreases consequently. A small $A_n$ may lead to a backlog in $AQ_n$, then the availability of other nodes decreases and the latency of the network increases as well. In order to make a compromise, we hold that the values of $Q_n$ and $A_n$ are equal.

Moreover, different priority schemes are designed based on the above view. Let us take $F_n > A_n > Q_n$ for example, when $FQ_n$ is not empty and the $F_n$ processing ability for $FQ_n$ is used up, the traffic management module of node $n$ will try to expropriate the processing ability for $QQ_n$, regardless of whether $QQ_n$ is empty. In case the $Q_n$ processing ability for $QQ_n$ is also used up, the traffic management module of node $n$ will try to expropriate the processing ability for $AQ_n$, regardless of whether $AQ_n$ is empty. Similarly, when $AQ_n$ is not empty and the $A_n$ processing ability for $AQ_n$ is used up, the traffic management module of node $n$ will try to expropriate the processing ability for $QQ_n$, regardless of whether $QQ_n$ is empty. When both $F_n$ and $A_n$ are used up, since the priority of $F_n$ is higher than that of $A_n$, as long as the traffic management module keeps expropriating the processing ability for $QQ_n$, the demand of $AQ_n$ is deferred. An extreme case is that all the processing ability for $AQ_n$ and $QQ_n$ is expropriated for the purpose of dealing with $FQ_n$. In this case, node $n$ only forwards the query messages and reply messages it received; and does not issue query messages or send its own reply messages. Table 1 shows the total six combinations of priority for the three percentage parameters.

<table>
<thead>
<tr>
<th>Table 1. Priority Schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority</td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>$P_1$</td>
</tr>
<tr>
<td>$Q_n &gt; A_n &gt; F_n$</td>
</tr>
<tr>
<td>$P_2$</td>
</tr>
<tr>
<td>$Q_n &gt; F_n &gt; A_n$</td>
</tr>
<tr>
<td>$P_3$</td>
</tr>
<tr>
<td>$A_n &gt; Q_n &gt; F_n$</td>
</tr>
<tr>
<td>$P_4$</td>
</tr>
<tr>
<td>$A_n &gt; F_n &gt; Q_n$</td>
</tr>
<tr>
<td>$P_5$</td>
</tr>
<tr>
<td>$F_n &gt; Q_n &gt; A_n$</td>
</tr>
<tr>
<td>$P_6$</td>
</tr>
<tr>
<td>$F_n &gt; A_n &gt; Q_n$</td>
</tr>
</tbody>
</table>

4. Simulation and Analysis

4.1 Experimental Environment
In order to evaluate our traffic model, we develop a Chord-based simulation system to simulate the environment of web service discovery. In communication and computer network research, there are many prevailing network simulators. Examples of notable network simulator are NS-2 [24], NS-3 [25], OPNET [26], OMNeT++ [27] and NetSim [28]. To our best knowledge, OMNeT++ is the most appropriate modular architecture to simulate a P2P network. Hence, we choose OMNeT++ as the base platform to implement our system. All simulation results are obtained on HP with Inter Core2 Q9550 2.83GHz, 4GB RAM with Debian 2.6.32-48squeeze1 (Linux version is 2.6.32-5-686) and gcc 4.3.5 (Debian 4.3.5-4).

4.2 Simulation Parameters
In our system, the identifier space of the Chord network is $2^m = 2^{10} = 1024$. We use the consistent hash function SHA-1 [29] to calculate node ids and keys of web services.
A node id is obtained through hashing its IP address. We generate 20 nodes which are randomly located on the Chord ring. The information of web services are extracted from the QWS Dataset 2.0 [30] which contains 2507 real web services on the Internet. For simplicity, we randomly select 600 web service records from the dataset. The key of a web service is obtained through hashing the URL of the web service. The 600 keys of the web services are assigned to the 20 nodes according to the specification of the Chord protocol; and this process is beyond the scope of this paper. The ids of the 20 nodes and the numbers of web service records for which each node takes responsibility are shown in Table II.

### Table 2. Information of the 20 Nodes

| No. | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Id  | 17  | 32  | 85  | 123 | 214 | 496 | 566 | 594 | 595 | 630 | 641 | 645 | 677 | 747 | 788 | 865 | 884 | 913 | 951 | 1006 |
| Record | 20  | 10  | 28  | 18  | 42  | 170 | 42  | 14  | 0   | 30  | 4   | 2   | 14  | 40  | 18  | 44  | 26  | 22  | 24  | 32  |

For node \( n_i \) and its predecessor \( n_j \) on the Chord ring, if the ids of node \( n_i \) and node \( n_j \) are the smallest one and the largest one of the existing nodes respectively, the distance between \( n_i \) and \( n_j \) is computed as

\[
dis_{ij} = 2^m - n_j \cdot id + n_i \cdot id.
\]

Otherwise, we calculate the distance between them by

\[
dis_{ij} = n_i \cdot id - n_j \cdot id.
\]

As shown in Table II, the distance between node 6 and its predecessor node 5 on the Chord ring is \( dis_{56} = 282 \), and this value is much larger than that of other nodes between their corresponding predecessors. Consequently, the number of web service records for which node 6 takes responsibility is also larger than that of other nodes. In specific, we define the responsibility ratio \( RR_n \) as the ratio of the number of web service records for which node \( n_i \) takes responsibility and the distance between \( n_i \) and its predecessor \( n_j \); and it is calculated as

\[
RR_n = \frac{|n_i \cdot records|}{dis_{ij}}.
\]

As depicted in Fig. 3, the responsibility ratios of the 20 nodes are marked as blue crosses. The linear regression equation of them is drawn in red. Most of the nodes possess a responsibility ratio which is within the range of \([0.4, 0.8]\), except for node 9, 10, 11 and 17. The responsibility ratio of node 11 is close to 0.4. For node 8 and node 9 whose ids are 594 and 595 respectively, since node 9 is too close to its predecessor node 8, node 9 takes no responsibility for the web service records in our case.

### 4.3 Numerical Results and Analysis

For the evaluation of our traffic management model, we employ an empirical baseline setting of \( F_n = 60\% \) and \( Q_n = A_n = 20\% \). Each node randomly generates queries for the 1000 web services. The simulation is conducted under three priority schemes \( P_2 \), \( P_4 \) and \( P_6 \) within 200 time steps. When the simulation stops, it is likely that there are still query messages and reply messages flowing in the network. However, our evaluation does not take this part of messages into account. That is to say, we just leave them behind. Based on extensive experiments, the availability and latency of the Chord network is illustrated in Fig. 4 and Fig. 5, respectively.

As shown in Fig. 4, the availability of the network under the above three priority schemes increases as time goes by. For availability of the network, the overall performances of the three priority schemes are ranked as \( P_6 > P_4 > P_2 \). In the early stage of the simulation, since query messages and reply messages are in transmitting phrase, the availability of the network keeps at zero. For \( P_6 \), \( P_4 \) and \( P_2 \), the first non-zero values arise around the time steps 50, 90 and 110, respectively. To some degree, the time of the first non-zero value also indicates a judgment of the performance of the three priority schemes in terms of latency. At the time step 200, the priority scheme \( P_6 \) shows the highest availability of the network which is \( AV_n = 69\% \). The lowest availability of the network at the time step 200 is given by the priority scheme \( P_2 \) whose \( AV_n = 30\% \).

As depicted in Fig. 5, the latency of the network under the three priority schemes is also increasing with the increase of the time step. Moreover, the rank of overall performances in terms of latency is \( P_6 > P_4 > P_2 \), which is the same with availability. Since the availability of the network is zero in the early stage of the simulation, the latency of the network cannot be calculated; then we show
Based on the analysis of Fig. 4 and Fig. 5, we conclude that the comprehensive performances of the three priority schemes are ranked as $P_6 > P_4 > P_2$. In specific, the ranking result indicates that $F_n$ is the dominate parameter; and it should be assigned with the highest priority. In the cases of $P_4$ and $P_2$, where $F_n$ is assigned with the second priority, $A_n$ is much more important than $Q_n$.

5. Conclusion and Future Work

This work presents a traffic model which is based on the Chord protocol. The traffic model focuses on the node behavior in a Chord network. Our model considers two major types of message during the process of web service discovery: query message and reply message. In order to facilitate the presentation of the traffic model, five message queues are designed in an individual node. The centerpiece of our model is the traffic management module in a node. The traffic management module is responsible for regulating the dequeue operations of the answer queue, the forward queue and the query queue. In other words, it controls the enqueue operation of the outgoing queue. We build a simulation system based on OMNeT++ and evaluate our model. The simulation results are analyzed in terms of availability and latency. Finally, we come to the conclusion that the percentage of processing ability which deals with the forward queue is of most importance; and it should be assigned with the highest priority. The second one and the third one are the percentages of processing ability which handle the answer queue and the query queue, respectively. However, there is room for improvement. In practice, both a query message and a reply message often possess different priorities which indicate different urgent degrees. The proposed model does not consider the priority of messages during the enqueue and dequeue operations. Consequently, the analysis of messages with different urgent degrees is absent. Moreover, in order to conduct a further in-depth study, the forward queue should be divided into two queues which deal with the query messages to be forwarded and the reply messages to be forwarded, respectively.
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