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Abstract 
 

In this paper we present a novel method in fault recognition and classification in urban rail vehicle auxiliary inverter 
based on wavelet packet and Elman neural network. First, the original fault voltage signals are decomposed by wavelet 
packet. Next, an automatic feature extraction algorithm is constructed. Finally, those wavelet packet energy eigenvectors 
are used as Elman neural network input parameters to realize intelligent fault diagnosis. The result shows that the Elman 
neural network is better than BP neural network, it is effective to distinguish the state of the urban rail vehicle auxiliary 
inverter. 
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1. Introduction 
 
Auxiliary inverters are widely used in urban rail vehicle, 
according to statistics, most of the electrical fault is caused 
by auxiliary inverter. Once the auxiliary inverter’s fault, it 
causes both personal damage and heavy economic loss. 
Therefore, monitoring and fault diagnosis of the auxiliary 
inverter is essential. 
 Numerous condition monitoring and diagnostics 
methodologies are utilizing to identify the faults of auxiliary 
inverter. For example, FFT, STFT, wavelet transform, 
neutral networks [1-3] and soon. The FFT has drawback, 
when signal is nonstationary or noisy, even in FFT, time 
information is lost. Many researchers have used short-time 
Fourier transform (STFT) to overcome the time information 
problem but low resolution problem exists in STFT. The 
wavelets transform is currently used to overcome both the 
time information and low resolution problems. A major 
advantage of the wavelets transform is that this method can 
exhibit the local features of the signals and give account of 
how energy is distributed over frequencies changes from one 
instant to the next [4]. Wavelet packet transform (WPT) is 
an important extension of wavelet transform. Wavelet packet 
(WP) functions inherit the property of time–frequency 
localization from their corresponding wavelet functions, but 
offer more flexibility than wavelet in representing different 
type of signals. Comparing to wavelet analysis, WPT has 
found a few applications in chemistry, and is still rare used 
in the pre-processing of ANN input data [5]. In the recent 
years, the artificial neural network  has been widely applied 
on fault diagnosis. ANNs are nonlinear methods which 

mimic nerve system. They have functions of self-organizing, 
data-driven, self-study, self-adaptive and associated 
memory. ANNs can learn from patterns and capture hidden 
functional relationships in a given data even if the functional 
relationships are not known or difficult to identify. Using the 
training methods, an ANN can be trained to identify the 
underlying correlation between the inputs and outputs. Later, 
the unseen inputs can be fed to the trained ANN to generate 
appropriate outputs [6]. In this study, recurrent neural 
network approach, which is named as Elman’s net, is used 
for monitoring of the urban rail vehicle auxiliary inverter. 
This paper aims to propose an effective fault diagnosis and 
classification method for urban rail vehicle auxiliary inverter 
based on wavelet packet and Elman neural network. The 
feasibility of this method is demonstrated through the data of 
voltage signal. These results reported in this paper clearly 
demonstrate the accuracy of implementing this approach for 
urban rail vehicle auxiliary inverter.  
 The paper is organized as follows. Section 2 briefly 
discusses the wavelet and wavelet packet. section 3 
describes the wavelet packet energy vector algorithm. 
Section 4 illustrates Elman neural networks. Section 5 
demonstrates the effectiveness of the proposed wavelet 
packet and Elman neural network algorithm for faults 
diagnosis and classification in urban rail vehicle auxiliary 
inverter. Finally, conclusions are given in Section 6. 
 
 
2. Wavelet and wavelet packet transform 
 
If )()( 2 RLt ∈ψ and its Fourier transform, )(ˆ fψ , satisfy 
the admissibility condition [7] 
 

______________ 
     *  E-mail address: shmily137@sina.com 
ISSN: 1791-2377 © 2013 Kavala Institute of Technology. All rights reserved.  

 

Jestr 
 
JOURNAL OF 
Engineering Science and 
Technology Review 
 

 www.jestr.org 
 



D. C. Yao, L. M. Jia, C. X. Ji, Y. Qin, G. W. Liu and S. Y. Zhu/Journal of Engineering Science and Technology Review 6 (2) (2013) 150-154 

 

 151 

∞<= ∫
∞

∞− f
f

C
2)(ψ̂

ψ
                                                  (1) 

 
A wavelet )(tψ is a function  of zero average 
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 )(tψ is a wavelet function and )(2 RL is the space of 
square integrable complex functions. The corresponding 
family of wavelets consists of a series of son wavelets, 
which are generated by dilation and translation from the 
mother wavelet )(tψ , is shown as follows: 
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 where a and b are the dilation and translation parameters, 
respectively. 
 Wavelet packet analysis method is the promotion of 
multi-resolution wavelet analysis, simply, it is a function 
family. First, the two-scale relations of the orthogonal 
scaling function )(tϕ  and wavelet function )(tψ  are as 
follows [8]: 
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 ( kh0  and kh1 , the filter coefficients of multi-resolution 
analysis).  
 Promotion the two-scale equation above, define the 
following recurrence relation [9] : 
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 When n =0, )()(0 tt φω = ; when n =1, )()(1 tt ψω = .  

 The set of functions { })(tnω zn∈ defined above is the 

Wavelet packet identified by the )()(0 tt φω = . Thus, 
wavelet packet is a set that has some relation functions 
including the scaling function )(0 tω  and mother wavelet 

function )(1 tω . As shown in Fig. 1, it is the diagram of 
wavelet packet decomposition. S represents original signal, 

1a represents the 1st low frequency coefficient 10X ,which 

decomposed by wavelet packet, 1d represents the 1st low 

frequency coefficient 11X , others is so on. 

S

1a 1d

2aa 2da 2ad 2dd

3aaa 3daa 3ada 3dda  3aad  3dad  3add  3ddd  
Fig. 1. Signal diagram of wavelet packet decomposition 
 
 
3. Wavelet packet energy vector algorithm 
 
(1) The wavelet packet is adopted to decompose the original 
signals.  
(2) The energy feature of each band 
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 Where, ),2,1;7,,1,0( nkjx jk KK ==  represents 

amplitude of the reconstructed signal. 
(3) The wavelet packet energy eigenvector 
 
The definition of all the energy of signal: 
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A band of relative wavelet packet energy: 
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The definition of relative wavelet packet energy feature 
vector [10]: 
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4. Elman neural networks 
 
Recurrent neural networks have feedback links and 
incorporate temporal aspects better than feedforward neural 
networks. They also have state variables for the delays, so 
less information is required when modeling a system. The 
Elman network is a recurrent neural network of simple 
architecture which can be trained with the backpropagation 
algorithm. The Elman network consists of several layers, 
with the nodes using the input function, the weight function 
and the transfer functions (activation functions). The first 
layer is the input layer and the inputs are weighted with the 
weight function. Besides the output layer, all the other layers 
have recurrent links [11]. 
 The state units of the Elman network can memorize all 
the feed inputs such that the outputs of the network depend 
upon the current input as well as the previous inputs. The 
state layer of the Elman network makes it different from the 
multilayer perceptron neural network [12]. 



D. C. Yao, L. M. Jia, C. X. Ji, Y. Qin, G. W. Liu and S. Y. Zhu/Journal of Engineering Science and Technology Review 6 (2) (2013) 150-154 

 

 152 

 The network can be expressed as follows[13]: 
 

)))1(()(()( 21 −+= kuwkxwfkx c                    (10a) 
 

)1()( −= kxkxc                                                  (10b) 
 

))(()( 3 kxwgky =                                               (10c) 
 
 Where, 1w , 2w , 3w , are respectively the weight 
matrices of context units to hidden units, input units to 
hidden units and hidden units to output units. )(⋅f And 

)(⋅g are nonlinear activation function vector of output units 
and hidden units respectively. 
 Fig. 2 shows the Elman neural network structure for fault 
diagnosis of  auxiliary inverter. 
 

)1( −ku

)(ky

1x nx

)(kx

)(kxe

1ex enx
1w2w

3w

Input layer

Hidden layer

Out layer Context layer

Fig. 2. Framework of Elman neural network 
 
 
5. Experimental results 
 
5.1 The process of wavelet packet 
 
Fig. 3(a) - Fig. 5 (a) are the time domain of the signal. For 
wavelet packet decomposition of the original data, the 
decomposition structure at 3 is realized and shown in Fig. 3 
(b) - Fig. 5(b). After wavelet packet decomposition, the 
wavelet packet energy eigenvector is constructed. The 
dataset is divided into two groups, namely: the training and 
testing group. The training dataset is used for determining 
the Elman neural network parameters. The testing dataset is 
used to validate the performance of the trained Elman neural 
network model. The training group is shown in Tab. 1, the 
testing group is shown in Tab. 2. 
 

 
 
Fig. 3(a). The time domain of voltage fluctuation signal 
 

 
Fig. 3(b).  The reconstructed waveform of voltage fluctuation signal 

 

 
 

Fig. 4(a).  The time domain of power interruption signal 
 

 
Fig. 4(b).  The reconstructed waveform of power interruption signal 

 

 
 

Fig. 5(a).  The time domain of frequency variation signal 
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Fig. 5(b).  The reconstructed waveform of frequency variation signal 
 
 
5.2 BP neural network and Elman neural network for 
fault diagnosis and classification 
 
The MATLAB software is used to validate the performance 
of the proposed approach in this paper. The BP neural 
network and Elman neural network consists of 8 neurons in 
the input layer, 3 neurons in the output layer. 8 inputs 
corresponding to the 8 different ranges of the frequency 
spectrum of a fault signal, 3 outputs corresponding to 3 
respective signals, such as voltage fluctuation signal, 
impulsive transient signal and Frequency variation signal. 
After many times of experiments, the hidden layer adopts 7 
neurons with faster speed and better learning effect, so the 
structure of Elman neural network is 8-7-3. The BP neural 
network is 8-10-3. After trained the network, the testing 
group is used to examine the trained BP neural network and 
Elman neural network. 

 The test results of BP neural network are shown in Tab. 
3 and Elman  neural network are shown in Tab. 4. By 
contrasted the outputs of the examination sample with the 
ideal outputs of the examination sample, the outputs of BP, 
Elman neural network are all closed to the corresponding 
ideal outputs of the examination sample, the outputs of 
Elman neural network are better than BP neural network. 
 
 
6. Conclusions 
 
In this paper, an new method for fault diagnosis and 
classification in urban rail vehicle auxiliary inverter based 
on wavelet packet and Elman neural network is presented. 
 (1) The wavelet packet can subdivide the signal 
accurately and extract the eigenvector of signal, it can 
distinguish every fault type. 
 (2) With memory and recurrent feedback connections, an 
Elman neural network can learn temporal patterns 
effectively, and has better robustness. 
The experimental results show that the wavelet packet and 
Elman neural network analysis technology can identify the 
failure characteristics of the urban rail vehicle auxiliary 
inverter. So it has fair prospects of application for the 
inverter fault diagnosis. 
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Tab. 1. Sample data of urban rail vehicle auxiliary inverter operation 
Number Training sample Fault status Fault vector 

1 0.9389  0.0174  0.0032  0.0384  0.0000  0.0000  0.0003  0.0018 voltage fluctuation （1 0 0） 
2 0.9348  0.0208  0.0031  0.0393  0.0000  0.0000  0.0003  0.0017 voltage fluctuation （1 0 0） 
3 0.8521  0.0395  0.0082  0.0946  0.0000  0.0000  0.0009  0.0047 voltage fluctuation （1 0 0） 
4 0.7386  0.0695  0.0069  0.1752  0.0000  0.0000  0.0009  0.0090 voltage collapse （0 1 0） 
5 0.7191  0.0712  0.0073  0.1913  0.0000  0.0000  0.0009  0.0102 voltage collapse （0 1 0） 
6 0.7821  0.0559  0.0045  0.1490  0.0000  0.0000  0.0006  0.0078 voltage collapse （0 1 0） 
7 0.1426  0.2836  0.0373  0.5116  0.0000  0.0000  0.0035  0.0214 Frequency variation （0 0 1） 
8 0.1939  0.2454  0.0351  0.4991  0.0000  0.0000  0.0036  0.0229 Frequency variation （0 0 1） 
9 0.2071  0.2216  0.0320  0.5111  0.0000  0.0000  0.0033  0.0249 Frequency variation （0 0 1） 

 
 
Tab. 2. Testing data 

Number Training sample Fault status 

1 0.7897  0.0579  0.0075  0.1367  0.0000  0.0000  0.0010  0.0072 voltage fluctuation 
2 0.6833  0.0218  0.0325  0.1923  0.0000  0.0000  0.0029  0.0171 voltage collapse 
3 0.3552  0.1641  0.0111  0.4450  0.0000  0.0000  0.0015  0.0231 Frequency variation 

 
 
Tab. 3.  Testing results of BP neural network 

Fault status Fault vector Actual outputs Testing results 
voltage fluctuation （1 0 0） （0.9213    0.0179    0.0659） voltage fluctuation 
impulsive transient （0 1 0） （0.0301    0.8912    0.0358） voltage collapse 
Frequency variation （0 0 1） （0.0287    0.0231    0.8565） Frequency variation 
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Tab. 4. Testing results of Elman neural network 

Fault status Fault vector Actual outputs Testing results 
voltage fluctuation （1 0 0） （0.9258    0.0124    0.0127） voltage fluctuation 
impulsive transient （0 1 0） （0.0301    0.9137    0.0242） impulsive transient 
Frequency variation （0 0 1） （0.0220    0.0143    0.9516） Frequency variation 
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