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Abstract 
 

Diagnosis of stress is important because it can cause many diseases e.g., heart disease, headache, migraine, sleep problems, 
irritability etc. Diagnosis of stress in patients often involves acquisition of biological signals for example heart rate, 
electrocardiogram (ECG), electromyography signals (EMG) etc. Stress diagnosis using biomedical signals is difficult and 
since the biomedical signals are too complex to generate any rule an experienced person or expert is needed to determine 
stress levels. Also, it is not feasible to use all the features that are available or possible to extract from the signal. So, 
relevant features should be chosen from the extracted features that are capable to diagnose stress. Electronics devices are 
increasingly being seen in the field of medicine for diagnosis, therapy, checking of stress levels etc. The research and 
development work of medical electronics engineers leads to the manufacturing of sophisticated diagnostic medical 
equipment needed to ensure good health care. Biomedical engineering combines the design and problem solving skills of 
engineering with medical and biological sciences to improve health care diagnosis and treatment. 
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1. Introduction 
 
Stress is popularly known as the state when a person fails to 
react properly to the emotional or physical threats whether 
imaginary or real. It shows symptoms like exhaustion, 
headache, adrenaline production, irritation, muscular tension 
and elevated heart rate. When our brain appraises stress, the 
Sympathetic Nervous System (SNS) prepares our brain to 
respond to stress. The beat to beat intervals of the heart tend 
to vary. This gives rise to Heart Rate variability (HRV) 
which is mostly regulated by the sympathetic and 
parasympathetic Autonomic Nervous Systems (ANS). Thus 
the state of the ANS is reflected in HRV. This has made it an 
increasingly popular tool to investigate the state of the ANS, 
which can be further used to explain various physiological 
activities of the body. Heart rate variability (HRV) is one of 
the popular parameters to analyze the activities of the Heart 
and the Autonomic Nervous System (ANS) in humans. The 
state of the ANS is reflected in the HRV. For this reason we 
chose HRV as one of the key criteria to diagnose stress. The 
research and development work of medical electronics 
engineers leads to the manufacturing of sophisticated 
diagnostic medical equipment needed to ensure good health 
care. Biomedical engineering combines the design and 
problem solving skills of engineering with medical and 
biological sciences to improve health care diagnosis and 
treatment. Chronic stress, such as experienced in working 
situations, can lead to a chronic activation, overload and 
eventually exhaustion of the hormonal, cardiovascular, 

neural and muscular systems due to insufficient recovery 
and repair. Long term consequences include, for example, an 
impairment of immune systems, delay of healing processes 
and musculoskeletal overload. With this study, we aim to 
investigate the interaction between HR, HRV and mental 
stress on group level and for individual changes. In this test 
ECG was measured during rest and during a mental task. We 
analyzed HRV to provide insight into how the heart reacts to 
a mental task.  Linear HRV measures were included and 
finally neural network has been implemented in this paper. 
The diagnosis is mainly based on the expert’s experience but 
the number of expert is also insufficient. In such a scenario a 
case base reasoning (CBR) system can be considered as a 
way of stress diagnosis. In CBR the nature of new problem 
is identified and solved respectively by reusing the previous 
problems and their solutions that are categorized and solved 
by expert. The HRV can be analyzed using both time 
domain and frequency domain attributes. It is very important 
to choose features which vary with the changes of the stress 
levels and show relatively reliable behavior. We collect as 
many cases as possible in our case library for which the 
expert has defined the stress level 
 
 
2. Objectives 
 
The main objective of the research paper is to construct a 
network using HRV features to diagnose stress and analyze 
how accurate the result is compared to the expert’s 
diagnosis. A central theme is to improve patients’ self 
efficacy. Self-efficacy refers, for instance, to the patient 
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having the correct information, skills and motivation to do 
self-care. Thus, the emphasis is moving from improving 
patients’ compliance to improving patients’ self-efficacy. 
The patient-centric care has been shown to be beneficial, for 
example, in terms of changes in the health status, patients’ 
self-efficacy and health care resource utilization. Patient’s 
Stress classification and detection helps the medical system 
to reduce the serious problem affect of many people of 
different professions life situations, and age groups. High 
stress rates of the patients suffer from the Heart disease and 
other physiological outcomes, Psychological disease and 
social and behavioral changes wireless. This thesis will 
explain different methods for classification of stress levels 
and help the patients to overcome from that stress. So the 
main focus of the thesis is to create a conjugate gradient 
network to find out the stress level of the patients. All the 
simulations are performed using MATLAB Software. 
 
 
3. Sensors 
 
 In biomedicine and biotechnology, sensors are analytical 
device which converts a biological response into an 
electrical signal. Sensors are used to collect the data from 
patients for classification of stress. The activities at 
Biosensors Group aim at the integration of nanotechnology 
methods, tools and materials into low cost, user friendly and 
efficient sensors and biosensors with interest for several 
fields such as diagnostics, food analysis, environment 
monitoring and other industries.  
 
3.1 Transmitter and Receiver sensor 
Sensor transmitters are measurement or signal conditioning 
packages that provide standard, calibrated outputs from 
sensors or transducers. Outputs types include current loops, 
variable voltage levels, frequency or pulse signals, timers or 
counters, relays, and variable resistance outputs. 
 

 
Fig. 1 Transmitter and Receiver sensor. 
 
 
 Fig.2 shows the receiver port of sensor which is attached 
with laptop for collection of patient’s data. The power 
consumption is critical, especially in the case of long-term 
monitoring using wearable sensors. Traditionally, most of 
the studies on automatic health monitoring in uncontrolled 
environments focus on health monitoring at home. These 
solutions use mostly embedded sensors that are available in 
the home environment, either as separate devices or 
embedded into structures such as furniture. More recently, 

with advances in electronics and communication technology, 
wearable sensors have attracted increased attention. 
 

 
Fig. 2 Receiver port of sensor attached. 
 
 
4.  Experiment Setup 
 
 My aim in this research is the detection of mental stress, as 
physical stressors occur far less frequently in the context of 
human-computer interaction. Therefore, in order to elicit 
mental stress at controlled intervals a computerized 
“Conjugate gradient network” was used. The development 
of this recognition system involved three stages: experiment 
setup for physiological sensing, signal preprocessing for the 
extraction of affective features and affective recognition 
using a learning system. 
 
4.1 Data collection from sensors 
 
The purpose of the data collection was to use different 
wearable sensors during mental and physical load and rest 
and to identify the most useful sensors, feature extraction 
methods and classification methods for automatic 
recognition of those activities. This study was conducted in 
real-life settings. The data collection equipment consisted of 
ten hardware units: 1) wireless sensor node; 2) HR monitor. 
Data from activity monitor worn on the wrist, movement 
sensor in bed, HR monitor, and wireless sensor node with 
temperature and illumination sensors were sent. 
  
 

Fig.3 Data collection of a patient 
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Fig.4 Online graph of ecg system 

 
 

 This is the online graph of a ecg system obtained after 
collection of data using Matlab for classification of stress. 
  

 
Fig.5 Heart Beat 

 
 

 The first little hump is known as the P wave. It occurs 
when the atria depolarize (i.e. trigger). The next three waves 
constitute the QRS complex. They represent the ventricles 
depolarizing. These three are lumped together because a 
normal rhythm may not have all three. Many times, you'll 
only see a R and an S. This is not abnormal. If there are less 
than three, how do we know which one is which? Well, the 
R wave is the first wave ABOVE the isoelectric line. You 
then name the waves in relation to the R wave. If it falls 
before the R wave, it is called the Q wave; after the R wave 
is the S wave. 
 
4.2 Make data base of the patients 
 
For collecting the data base of the patients we have to make 
an formula p1 = s (7200*2:7200*3) for generating data base 
of the patient. No of participants were monitored, some of 
men and women with mean age of 22 (±1.96) and an 
average body mass index of 22.2 (±0.43). Participants were 
students of lovely professional university. Measurements 
were recorded for two conditions for each subject: with and 
without a mental task. HR was recorded throughout the test 

for each subject. HRV was calculated as the variance in time 
between two consecutive R-peaks. Different measures in 
time and frequency domain were used to express HRV. 
 
 

 
Fig. 6  Screenshots of the data collection 

 
 
 

 
Fig. 7 Heart beat rate of 1 patient 
 
% 1 for Female  
% 2 for Male  
Age= 89 ; 
Sex Code=1; 
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MakeClassificationData1(Age,SexCode,beat_Rate,high,low
R,meanR,stdR,varR,mediaR,covR); 
 
 
4.3 Data Analysis 
 
Average heart beat period in ms (Mean RR) was calculated 
for each subject for the two conditions derived from the raw 
RR-interval. The Pan-Tompkins algorithm was used to 
detect the QRS-complexes in the ECG-signal from which we 
could determine the RR-intervals. HRV analysis is possible 
in the time or frequency domain. Time domain analysis is 
the easiest way, calculated directly from the raw RR-
interval. The frequency domain shows us the variability of 
the RR-signal over time by looking at the proportion of the 
frequencies relative to the original RR-signal. Frequently 
misused clip class parameters are link and standardized 
divagation (SD) of RR, think and SD of HR, RMS. It  
utilised spectral measures are apex frequency and index of 
real low cardinal bands (VLF: 0 to .04 Hz), low frequency 
bands (LF: .04 to .15 Hz)  the ratio of LF/HF, which is  
interpreted as a measure of sympathovagal balance. . We 
have to analyse the data in the given  format. Make 
Classification Data (Age,SexCode, 
beat_Rate,high,lowR,meanR, stdR ,varR, mediaR, covR). 
For generation of patients data we have to use the given 
formula, p1 = s (7200*p1:7200*p2). We calculated LF and 
HF components for each subject in each condition, and the 
LF/HF ratio was determined for further analysis. After that 
we have to use neural network on whole data of patients. We 
use neural network because it is a kind of machine learning 
in which patients data from various resources can be 
compiled in one learning experience and can be utilized to 
aid doctor and proper identification of high and low stress 
people. 
 
4.4 Feature Extraction 
 
Feature extraction aims at extracting such characteristics of 
the input patterns that enable their classification into distinct 
classes. In the analysis of personal health monitoring data, 
the features are computed from the content of a sliding 
window. Feature extraction methods commonly used to 
study signal characteristics include 1) time-domain features 
and 2) frequency domain features. 
 
4.5 Stress Classification 
 
We used the WEKA machine learning engine to train 
classifiers using various learning methods, including the J48 
Decision Tree, Bayes Net, and support vector machine 
(SVM) for stress inference . We divided the training data 
into two different sets in order to evaluate how activity 
information may influence the results of stress inference. 
 
 
5.  Results 
 
The system was evaluated with maximum no of case 
representations. The cases were classified in to 2 stress 
levels viz. 1 and 2. The levels of stress 1 and 2 are 
categorized as low and high stress resp 
 
 

  
Fig 8. Output data of low stress 
 
 

 
Fig. 9 Output data of high stress. 

 
 The diagnosis of stress is mainly done by on careful 
analysis on biological signals like heart rate, finger 
temperature, electrocardiogram (ECG), electromyography 
signal (EMG), skin conductance signal (SC) etc. The experts 
use their experience and human reasoning system to find out 
a pattern from the signal to diagnose the stress and the 
number of such kinds of experts is very less. So, a decision 
support system will be useful to diagnose stress instead of 
expert. At last confusion matrix has been generated. 
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Fig.10 Confusion Matrix 
 
 
The confusion matrix after personalization shows an 
improved accuracy. The accuracy after Personalization is 

88%. Much of our classifiers’ confusion seen in the results 
can be explained with transitions from one activity to 
another. The annotator was not given the choice to annotate 
“transition,” but he had to switch from one activity to 
another instantly at some point during the transition. The 
resulting inaccuracy is especially visible in the recognition 
of stress level, which should be detected almost perfectly 
from the conjugate gradient network. In the field of artificial 
intelligence, a confusion matrix is a specific table layout that 
allows visualization of the performance of an algorithm, 
typically a supervised learning one (in unsupervised 
learning it is usually called a matching matrix). Each column 
of the matrix represents the instances in a predicted class, 
while each row represents the instances in an actual class. 
The name stems from the fact that it makes it easy to see if 
the system is confusing two classes (i.e. commonly 
mislabeling one as another). Outside artificial intelligence, 
the confusion matrix is often called the contingency table or 
the error matrix. . Low and High stress cases are classified 
by the expert system based on the matlab and on the 
following parameters i.e age, sex code, beat rate, meanR, 
stdR, mediaR, covR, Stress. Finally all cases are classified 
after all these signals taking in consideration. The 
classification are shown in table 1. 

 
Age 
 

Sex 
Code 
 

Beat Rate 
 

High R 
 

Low 
 

meanR 
 

stdR 
 

stdR 
 

mediaR 
 

covR 
 

Stress 

41  1 144.967513 3.741206 0.000000 0.087190 0.454353 0.206437 0.000000 1.000000 1 
48  2 144.578680 3.861115 0.000000 0.091960 0.467256 0.218328 0.000000 1.000000 1 
70   
 

1 94.468822 4.062832 0.000000 0.076728 0.441388 0.194824 0.000000 1.000000 2 

89   
 

2 99.047452 2.719985 0.000000 0.055332 0.316915 0.100435 0.000000 1.000000    2 

58     
 

1 96.678484 3.759101 0.000000 0.072593 0.431686 0.186353 0.000000 1.000000 1 

78   
 

2 104.337391 3.791622 0.000000 0.075491 0.435176 0.189378 0.000000 1.000000 2 

99   
 

1 144.967513 3.888144 0.000000 0.086690 0.456807 0.208673 0.000000 1.000000 2 

Fig. 11. Table 1 
 
Stress 
Low stress – 1 
High stress – 2  and 
 
Sex code 
Female- 1 
Male- 2 
 
 
5.1 Best validation performance 
 
The use of the word validation here should not be confused 
with the high stress and low stress. The validation set is used 
to further refine the neural network construction. The testing 
set is then used to determine the performance of the neural 
network by computation of an error metric. This training-
validating-testing approach is the first, and often the only, 
option system developers consider for the assessment of a 
neural network. The assessment is accomplished by the 
repeated application of neural network training data, 
followed by an application of neural network testing data to 
determine whether the neural network is acceptable. 
 
5.2 Error Histogram 

 
Histograms are used to plot density of data, and often 
for density estimation: estimating the probability density 
function of the underlying variable. The total area of a 
histogram used for probability density is always normalized 
to 1. If the length of the intervals on the x-axis is all 1, then a 
histogram is identical to a relative frequency plot. There is 
no "best" number of bins, and different bin sizes can reveal 
different features of the data. 
 
 
6. Comparison 

 
The main limitation in the previous research was that we 
have only 22 case references classified by the expert. More 
cases should be collected to find a better match for the input 
case. Some more research can be done to determine how 
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much weight should be used for particular features and steps 
to get a better result. Again, if the number of cases increases 
the chance of wrongly classified case will be decreased and 
that is so much important. But in my thesis work we have to 
classified the patient according to our need, considering the 
Age, Sex Code, Rate high, low R, mean R, stdR , varR. . In 
addition, further studies of different medical conditions in 
clinical and ambulatory settings are necessary to determine 
specific limitations and possible new applications of this 
technology. 
 

 
Fig. 12 Neural Network Traning Network 
 
 

 
Fig. 13 Error Histogram 

 
7. Conclusion 

 
This new technology has potential to offer a wide range of 
benefits to patients, medical personnel, and society through 
continuous monitoring in the ambulatory setting, early 
detection of abnormal conditions, supervised rehabilitation, 
and potential knowledge discovery through data mining of 
all gathered information. To formulate rule for stress 
diagnosis by using ECG signal is hard because of the non 
stationary and uncertain characteristics of the ECG signal. 
So, the stress diagnosis is mostly dependent on the expert 
knowledge but the number of available experts is also 
insufficient. The features selection is done according to the 
study where a survey was done on most of the papers to find 
out the relative and important features. Most of the works in 
the related field are done on the basis of time and frequency 
domain. Both time and frequency domain features, the range 
of some power spectral that are features and the 
normalization equations were selected carefully by the 
study. 
 
 
8. Future scope 

 
There are many other classifier for diagnosis of stress i.e. 
support vector machine, Bayesian network etc which can 
also be tested on the similar work which can yield better 
accuracy and research. The database acquisition was based 
on psychological experiments carried out by expert 
psychologists. These experiments ensure that stressing 
situations are provoked on an individual, validating posterior 
HR and HRV acquisitions. This paper provides a decision 
system able to detect stress with an accuracy of 92.5% using 
Neural network. In future we have to detect maximum 
accuracy using other networks. The results show moderate, 
but significant overall correlations to daily stress level on 
working days and pateint. Even moderate correlations can be 
considered important in case of these kinds of data . 
However, it must be kept in mind that many of the variables 
(e.g., BP variables) are not independent. Thus, when the 
value of one variable changes, the dependent variable 
changes as well. Strong correlations can be found at 
individual level, but the correlations of different individuals 
can even be conflicting, which weakens the overall 
correlations. Thus, based on the results of this study, it can 
be said that stress is an individual phenomenon. Different 
people react to stress in different ways. One person may 
react with blood pressure, while another reacts with 
disturbed sleep, etc. Thus, finding very specific variables 
that always indicate stress, when it is present, is a 
demanding task for future research. 

 
______________________________ 
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