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Abstract 
 

The ternary logic has a benefit over the binary logic which provides a secured solution to achieve a trade-off between the 
area and power of the design. However, from the structure of the ternary Aritmetic Logic Unit (ALU), it is clear that its 
architecture increases the area, propagation delay, and power consumption. To overcome this drawback, a loopback 
algorithm is proposed to achieve low power and high throughput Internet of Things (IoT) processors. The loopback 
algorithm reduces the number of processing stages in multipliers and adders which can significantly reduce area and 
power dissipation. The proposed 2:1 multiplexer-based approach reduces the need for a decoder and results in low power 
consumption. The proposed design will be implemented in Xilinx ISE 13.0 and simulation will be done in Modelsim. The 
modified Ternary ALU (TALU) performs finer than the previous TALU method. The number of registers used in this 
architecture is reduced by up to 25% than the existing system therefore there is a reduction in power dissipation. 
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1. Introduction 
 
Digital signal processor plays a significant role in electronic 
devices, biomedical applications, communication protocols, 
LTE devices, etc [1-3]. Efficient IC design is a key factor to 
achieve low power and high throughput IP core development 
for portable and LPD [4]. Internet of Things plays a 
significant role in real-time computing and processing [5-7]. 
Now that every object can be connected to the internet. 
These devices range from ordinary household objects to 
industrial tools but area overhead and power consumption 
are major drawbacks to achieving efficient design 
constraints. In modern society, the most important 
component used in the electronic system is Integrated 
Circuits (IC) [8-10]. The binary logic is widely used due to 
its accuracy and user friendly but in recent years its 
performance become slow and there is a reduction in 
scalability to overcome this multi-valued logic (MVL) is 
being researched due to the reduction in area and power 
[11]. The digital operation is performed better in ternary 
logic rather than the binary logic. The value (0,1,2) are the 
three logic levels of ternary logic that refer to the voltage of 
0, Vdd/2, and Vdd. Due to the usage of 3 valued logic tons 
of data can be effortlessly shifted with a less amount of 
devices. The complexity of the ternary logic is the main 
reason for the lesser usage of the design to make it use 
widely lots of analysis is being done [12-14].   

 In an earlier paper, based on the pipelined technique the 
TALU designs are built. It makes the design more complex 
because of the usage of area and the processing stages. To 
overcome the drawbacks in the previous works the proposed 
design uses the loopback algorithm so that there will be a 
reduction in area and consumption of power and also 
reduces the interconnection and the computational costs [15-
16]. The loopback technique stores the data in the memory 
and gives it as output when it is needed so there is a 
reduction in the processing stages than the previous method. 
It uses a 2:1 multiplexer-based technique so there will be a 
reduction in the decoder and to make the arithmetic circuit 
implement effectively [17-18].  
 The paper is arranged as given below. The existing 
Pipelined TALU Design is explained in section 2. Section 3 
presents the Modified TALU design and implementation and 
functions in detail. In section, 4 results are discussed and the 
conclusion is discussed in Section 5. 
 
 
2. Existing Pipelined TALU Design 
 
In the existing method, the TALU design is built based on 
the pipelined technique with a 2:1 multiplexer-based 
approach. Figure (1) shows the block diagram of the existing 
pipelined method. The component in the pipelined TALU 
design is the function processing module which consists of 9 
operations. And function selection lines S1 and S0 are used 
to select the operation which has to be given as an output 
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and then the main unit is the pipelined stage which is used to 
reduce the delay at last the component is a multiplexer 
module. In this architecture, the 9:1 multiplexer uses 9 
inputs for different operations. It receives 9 inputs and sends 
one output. Here 2-digit multiplexer is used to design the 
architecture of the TALU. A and B are considered as input 
with 2-digit values and 2-digit Y act as an output. The usage 
of the pipelined technique reduces delay but it uses a large 
number of processing stages and lots of registers for 
processing so that it consumes lots of areas and it consumes 
tons of power due to that the computational cost will be 
high. It consists of lots of interconnections. 
 

 
Fig. 1. Block diagram of existing pipelined ALU 
 
 
3. Modified TALU Design (2-digit) 
 
3.1 Modified 2-digit TALU Design and implementation 
A modified 2-digit TALU is established in this section. Each 
module is designed using the 2-digit multiplexer. The inputs 
are 2-digit A and B and also have 2-digit output Y. Figure 
(2) is the block diagram of the modified TALU. The 
selection lines are S1 and S0 which select the operation 
within the 9 different operations. The processing module 
processes the operation such as logic and arithmetic and gets 
the output. As shown in Figure (2) the three main blocks in 
the modified TALU are a functional processing module, a 
functional selection module, and a 9:1 multiplexer. The 
drawbacks of the previous method can be overcome by the 
loopback algorithm. The loopback algorithm is used to 
reduce the number of processing stages in the architecture so 
there will be a reduction in the number of chips. It reduces 
the area of the TALU design and the power consumption of 
the design will be low. It stores the outputs in the memory 
and loopback the output when the input needs the correct 
output.  
 Here the module designs are designed by the 2:1 
multiplexer therefore the processor in this proposed will be 

effective and also it reduces the area of the architecture. The 
functional processing module consists of the arithmetic and 
logical operations and processes them to get the output 
related to the given inputs. The output Y will be selected by 
the selection block. The truth table of the TALU is shown in 
Table 1 where all the operations are described and used to 
verify which operation has been done. It consists of less 
number of interconnections so there is a lesser number of 
area. The processing module is directly connected to the 9:1 
multiplexer to get the final output. 

 
Fig. 2. Block diagram of modified TALU  
 
Table 1. TALU Truth Table 

S 0  S 1  O p e r a t i o n s  
2  2  N A N D  
1  2  A N D  
0  2  N O R  
2  1  O R  
1  1  E X O R  
0  1  C o m p a r i s o n  
2  0  M u l t i p l i c a t i o n  
1  0  S u b t r a c t i o n  
0  0  A d d i t i o n  

 
 
 The block diagram of the function selection line (FSL) is 
shown in Figure (3). The block diagram of the FSL is the 
same as the previous paper which is referred to in [2]. Here 
the decoder is used only in the selection line The inputs of 
the selection lines S1 and S2 have 3 input values 0,1,2 for 
each. It has nine different operations consisting of logic and 
arithmetic units. Based on the selection line the operations 
which has be done will be selected. Based on Table 1 the 
operation which has to be performed can be verified. The 
multiplexer module is connected to the processing modules. 
The processing module has 9 different operations. It receives 
input A, B, and Cin. Based on the given input each operation 
gives its outputs. The outputs are connected to the 
multiplexer where the selection line is inserted. Based on the 
selection lines given in the multiplexer the specific operation 
in which output is needed is given as an output Y. Here 
loopback algorithm is being used so the performance of the 
applications will be effective. 
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Fig. 3. Block diagram of FSL 
 
 The previous pipelined design uses the pipelining stages 
so there will be a lot of processing stages. These stages 
occupy a large amount of area and there will be an increase 
in power consumption to reduce the area loopback algorithm 
is used. Here 2:1 multiplexer is used to design each module 
so the applications will be done effectively and with less 
complexity. The unary operators are the basis for the 
multiplexer-based approach. Table 2 shows the values of the 
unary operators. The operators in Table 2 are the main 
operators in the modified TALU design. 
   
Table 2. Unary Operators  

A 0 1 2 
A0 2 0 0 
A2 0 0 2 

1.A2 0 0 1 
A+2 2 0 1 
A+1 1 2 0 
A0 0 2 2 
A2 2 2 0 

1.A0 0 1 1 
  
1) Adder and subtractor Module: Based on the 2:1 
multiplexer approach the adder and subtractor module is 
designed using the loopback algorithm. Figure 4 shows the 
block diagram of the adder subtractor module. Here 2 digits 
A and B are given as input for both the HAS and FAS. The 
output will be a 2-digit sum, carry and difference, borrow 
B0, B1. Then the output in the HAS will be given to FAS as 
an input. M in this module acts as a controller because it 
chooses whether the module should execute an adder or 
subtractor. If the adder module is to be performed then the 
M value should be 0, if it has to perform subtraction the M 
value should be 2. For addition operation the controller 
M=0.  
 At first, the HAS output of the addition operation is 
 
SUM:	S = B!. A + B". A#" + B$. A#$         (1) 
 
CARRY:	C = B! + B". (1. A$) + B$(1. A!)         (2) 
 

 

 
Fig. 4. Block diagram- Adder-subtractor module 
 
  
 From the above equation (1), (2) B which also includes 
B0, B1, and B2 are the selection lines and A+1, A+2, (1.A2), 
(1.A0) are the unary operators its value are expressed in 
Table 2. The addition operation equations are further 
transformed to get the accurate 2-digit multiplexer-based 
design. The transformed equations are (3), and (4) These 
Sum and Carry from equations (3), and (4). 

 
S = B!. A + B!%%⃗ (B$%%⃗ . A#" + B$. A#$)          (3) 

 
C = B!. 0 + B!%%⃗ (B$%%⃗ . (1. A$) + B$(1. A!%%⃗ ))         (4) 
 
  Same as the adder operation the subtraction operation 
will also be done. For subtraction, the value of the controller 
M will be 2. The HAS output for subtraction is  
 
D = B!. A + B". A#$ + B$.            (5) 
 
B = B!. 0 + B". (1. A!) + B$(1. A$%%⃗ )          (6) 

 
 From the above equation (5), (6) B which also includes 
B0, B1, and B2 are the selection lines and A+1, A, (1.A2), 
(1.A0) are the unary operators its value are expressed in 
Table 2. The above equation (5), and (6) is transformed into 
(7), and (8) equation to get an accurate design. The output 
will be of difference and borrow. 
 
D = B!. A + B!%%⃗ (B$%%⃗ . A#$ + B$. A#")          (7) 
 
B = B!. 0 + B!%%⃗ (B$%%⃗ . (1. A!) + B$(1. A$%%⃗ ))         (8) 
 
 The execution of FAS is similar to the pattern of HAS. 
The output of the HAS goes to the FAS. Here selection line 
is B and the values related to B and A+1, A+2, (1.A2), and 
(1.A0) are the unary operators. Table 3 presents the truth 
table of the FAS. Table 3 shows the values for adder 
operation and the values for subtraction. Based on the truth 
table the output of addition and subtraction operations can be 
verified. 
 
Table 3. FAS Truth Table 

 Sum Carry 
A/B 0 1 2 0 1 2 

0 1 2 0 0 0 1 
1 2 0 1 0 1 1 
2 0 1 2 1 1 1 

 Difference Borrow 
A/B 0 1 2 0 1 2 

0 0 2 1 0 1 1 
1 1 0 2 0 0 1 
2 2 1 0 0 0 0 



S. Allwin Devaraj, D. Magdalin Mary, P. Kannan, S. Esakki Rajavel, Cynthia Anbuselvi Thangaraj,  K. B. Gurumoorthy and Blanie Scrimshaw 
William/Journal of Engineering Science and Technology Review 17 (5) (2024) 104 - 109 

 107 

 When the controller M value is 0 then the addition 
operation of FAS will be done. Equations (9), and (10) show 
the sum and carry of FAS: 
 
S = C'(! . f1 + C)(! .444444⃗ f2             (9) 
 
C = C'(! . f3 + C)(! .444444⃗ f4           (10) 

 
 When the controller M value is 2 then the subtraction 
operation of FAS is done. Equations (11), and (12) show the 
difference and borrow of FAS: 
 
D = B'(! . f1 + B)(! .444444⃗ f2            (11) 
 
B = B'(! . f3 + B)(! .444444⃗ f4            (12) 
 

 
(a) Design -Sum or difference 

 
(b) Design - carry or borrow  
Fig. 5. 2 digit - adder subtractor design 
 
 The above figure 5 shows the design of the adder and 
subtractor module. The design of the module is referred 
from the reference paper [1].  The module is designed with 
the 2-digit multiplexer which makes the design less complex 
and makes the modules work effectively. 
 
2) Multiplier Module: In this module multiplication 
operation will be done. The design of the module is referred 
from the reference paper [1]. Here the value A and B act as 
input. The module is designed with the 2-digit multiplexer. 
The equations (13), and (14) show the output of the product 
and carry.  

 

 
Fig. 6. (2-digit) Multiplier design 

 
P = B!. 0 + B"(A) + B$. (A#$%%%%%⃗ )         (13) 

 
C = B!. 0 + B$. (1. A$)          (14) 

 
 Here the value (1.A2), and A+2 are the unary operators of 
this module. Figure (6) shows the design of the multiplier 
module which is done based on the equation (15), and (16). 
The 2-digit multiplier design is done using the loopback 
algorithm. By using this the module can work effectively. 

 
P = B!. 0 + B!%%⃗ (B$%%⃗ . A) + B$. (A#$%%%%%⃗ )        (15) 

 
C = B!. 0 + B$. (1. A$)          (16) 

 
3) Comparator Module: This module shows the design of 
the comparator which is designed using the 2-digit 
multiplexer. It usually compares the two input values A and 
B whether it is greater or lesser or equal. The value of g and 
l are shown in the equation (19) and (20) using a 2:1 
multiplexer. Based on these two equations Figure (7) is 
designed referred by paper [1]. Equation (17) and (18) are 
the equation that shows whether the input is greater or lesser. 

 
A > B = g1+g0  .l1               (17) 

 

A < B = l0+g1  .l0                     (18) 
 

 The value of g1,g0, l1, and l0 are given in the below 
equation (19) and (20) where g1, and g0  is referred to as g, 
and l1 and l0 are referred to as l. 

 
g = B!. A! + B!%%⃗ (B$%%⃗ . B$ + B$.0)        (19) 

 
l = B$. A$%%⃗ + B$%%⃗ (B$%%⃗ . A!%%⃗ ) + B!.0)        (20) 

 
 The selection line of the comparator module is B. The 
values A0, A2, A0, and A2 are the unary operators. The 2-
digit multiplier in this design is done using the loopback 
algorithm. By using this the module can work effectively. 

 

 
(a) Greater generation- Design 

 
(b) Lesser generation- Design 

Fig. 7. 2-digit- Comparator design  
 

4) Multiplexer Module: Here in this module design of the 
multiplexer is described. Figure (8) is the design of the 
multiplexer. It mainly uses a 9:1 multiplexer because 9 
different operations are done. It also shows the working of 
the selection line which is used to select the operations. The 
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multiplexer module is designed by a 3:1 multiplexer. It is of 
two stages. In the first stage S0 act as a selection line which 
gives their output to the next stage where S1 acts as a 
selection line according to the operation which has to be 
done. By the given inputs in the S0 and S1, the output Y will 
be given according to the chosen operation 
  

 
Fig. 8. Multiplexer- Design 

 
 
4. Result and Discussion 
 
4.1 Software Used 
In the proposed modified TALU design the software used is 
Xilinx ISE 13.2 because it is easy to handle and gives the 
result accurately. This algorithm makes the design run fast 
more than 30% which makes the project cost-effective and 
can be done in less time.  Here the coding used for the 
project is Verilog. Verilog code is user-friendly and can be 
used by many because it is understandable. The simulation 
result in this TALU consumes less amount of voltage and 
also it consumes lesser power. The power dissipation will 
also be lesser compared to the other. 
 
4.2 Comparison and Simulation of modified TALU 
The simulation waveform of the arithmetic and logical 
operation is presented in this section and the comparison of 
the modified and the existing pipelined TALU is given. The 
comparison table in Table 4 shows the difference in the area, 
delay, and power consumption of both TALU designs. The 
final simulation waveform of the modified TALU design is 
shown in Figure (11). The output of the TALU can be 
verified in Table 1.  
 The waveform of the subtractor which is one of the 
arithmetic operations is shown in Figure (9) and one of the 
logical operations NAND is shown in Figure (10) is given 
for reference. Based on the truth table of their ternary 
operation the output can be determined. The input is of 
ternary value (0,1,2) and the output will also be in ternary 
value and the interconnections between the two modules are 
considered as wire X. There are lesser interconnections 
compared to the previous work. There is also an 
improvement in the area and power consumption. The 
computational costs will also be reduced because there is a 
reduction in the consumption of the area. Due to low power 
consumption, it can perform effectively in IoT applications. 
In figure (9) the subtraction operation is shown based on the 
ternary input value the output will be obtained. This can be 
verified by Table 2 likewise the operation NAND is shown 
in Figure (10) is done. The modified TALU design 
simulated waveform is shown in Figure (11). The value a, b, 
S1, S0, Cin, and clk are the inputs of the TALU simulation 
the value Y acts as an output, The wire value X {X1, X2, 

X3,… X9} are the interconnections between the processing 
module and the 9:1 multiplexer. The S1 and S0 are the 
selection lines based on the values in the selection line the 
operation which has to be performed will process and get an 
output Y. Here loop-back algorithm is used so there is a lot 
of reduction in the processing module and makes the process 
done effectively. The loopback algorithm is used to reduce 
the number of chips, and the area is reduced in the modified 
TALU.   
 

 
Fig. 9. Arithmetic operation (Subtractor)- Simulation waveform 
 

 
Fig. 10. Logical operation (NAND)- Simulation waveform 
 
Table 4. Comparisons Table  
Parameters Number of 

slice registers 
used 

Delay(ns) Power(W) 

Existing 
Pielined TALU 

52 0.678 1.110 

Modified 
TALU 

21 1.046 1.109 

 
 

 
Fig. 11. Modified TALU design- Simulation waveform 
 
 
5. Conclusion 
 
The modified TALU is proposed by the loopback algorithm 
to make the design suitable for the applications to work fast 
and to make it cost-effective. The main components in the 
modified TALU are the function selection module, function 
processing modules, and 9:1 multiplexer. Due to this 
loopback algorithm, the processing stages reduce therefore 
the number of chips and registers is reduced. Due to this, 
there consumes a small amount of area. There is a reduction 
in power consumption because it stores the values in 
memory which makes the applications run effectively. Using  
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Xilinx ISE 13.2 the designs and simulation of modified 
TALU are obtained because it is user-friendly. The modified 
TALU performance will reduce the area and power 
consumption comparing the previous pipelined work.  Here 
there is a reduction in area reduction in power consumption 
and power leakage and there is a reduction in computational 
costs. The proposed modified TALU design attain a delay up 
to 1.046 ns, the number of chips used in this TALU is 21 

which is reduced up to 50% than existing, and the value of 
power consumption up to 0.109 W. 
 
This is an Open Access article distributed under the terms of 
the Creative Commons Attribution License.  
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