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Abstract 
 
Big Data (BD) Analytics (BDA) in networking involves acquisition, sharing, pre-processing, storage, analysis, 
interpretation, and decision-making. Blockchain (BC) technology incorporates a progression of bonded blocks that 
fundamentally upholds credibility, protects unquestionability, and protects the partial-anonymity of its transactions on 
account of distributed consensus methods and cryptographic protocols. So as to fulfill the deficiency of a review paper 
catering to individual and combined use of BC and Artificial Intelligence (BCandAI) for BDA in the networking domain, 
in this work, we recognize 6 sections in the leading edge BCandAI BDA notion and rigorously analyze each stratagem 
concerning blockchain attributes, blockchain/AI techniques, network attributes, and the like. We piled up an opening 
sample of 89 publication citations by culling articles for screening requirements tracked down from cyber libraries, availing 
a comprehensive and protracted systemology. Established upon this exploration, we highlight that Artificial Intelligence 
(AI) can be involved in BDA by analyzing BD, while blockchain can facilitate secure transmission and storage of BD due 
to its inherent security features of unchangeability, non-deniability, etc., preventing data poisoning attacks, and facilitating 
hybrid on- and off-chain storage due to the challenges of high volume by availing techniques just like offloading and partial 
storage. Moreover, we highlight that there are BCandAI integrated approaches where blockchain-anchored secure BD 
storage is availed for secure federated learning or blockchain and cloud computing are availed for BD fusion for analysis, 
availing AI to generate accurate insights from BD. Rigorous analysis discloses that from all studies, 17.5% use BC alone, 
20% avail of the combined BCandAI concept, 62.5% use AI alone, 70% address one or more BDA stages, 10% implement 
PoW consensus, 12.5% avail of deep learning, and 17.5% choose generic or IoT networks. Finally, we express the 
potentialities and problems of the proposition of BCandAI-anchored BDA concepts and then offer counsel to overpower 
them. 
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1. Introduction  
 
Big Data (BD) is characterized by high volume (quantity), 
high variety (heterogeneity), high velocity (rate of 
generation), high veracity (variation in quality), and high 
value (significance) and is typically stored in a distributed 
manner [1]. They can be modeled either in graph form, 
consisting of a collection of nodes connected with edges with 
relationships typically containing millions of nodes, or in 
tensor form, having multiple dimensions that can store all 
classes of BD, such as structural, semi-structural, and un-
structural data [2]. Amidst a Big Data Analytics (BDA) 
framework, it necessarily involves 6 steps: BD acquisition, 
sharing, pre-processing, storage, analysis, and interpretation 
with decision making [3]. Even though the BD analysis is a 
single step in the whole process of BD analytics, it is the most 
crucial step, while efficient functioning of acquisition, 
sharing, pre-processing, and storage are required for obtaining 
the correct analysis from the BD that can be aided in the 
decision-making process [4]. Specifically, BD analysis can be 
two-fold: descriptive analysis, where an overview of data is 
obtained using techniques like exploratory analysis, 
association rule mining, clustering, etc., and predictive 
analysis, where future outcomes or trends are predicted using 
historical data using techniques like classification, regression, 

inferential statistics, etc. [5]. Moreover, networking 
techniques like queuing theory, coflow scheduling, 
systematic modeling, etc. can be aided in the process of BD 
analytics to obtain optimum outputs and decisions with a low 
expenditure of network resources, leading to lower delays and 
optimal resource utilization [6]. 

A Blockchain (BC) unavoidably incorporates a 
progression of blocks bonded in a structured or non-linear 
mode grounded in the layout of the digital ledger 
infrastructure [7]. Clearly, transactions/blocks are 
interconnected, availing a defined block/transaction 
preserving the hash code of numerous precursor 
transactions/blocks and ensuring their unchangeability [8]. 
Likewise, they integrate a general consent workflow; for 
instance, proof-anchored general consent or vote-anchored 
general consent for authenticating the blocks among 
contemporaries in advance of a transaction/block is joined to 
the digital ledger infrastructure [9]. Blockchains leverage 
hash encryption to protect credibility and online signatures to 
protect transaction unquestionability [10]. Likewise, they are 
capable of embedding vigorous cryptographic protocols, for 
instance, zero-knowledge succinct non-interactive augment 
of knowledge and cryptography beyond quantum threats for 
protecting from quantum incursions and fortifying the 
qualities of privacy assurance in blockchain [11]. Yet, 
unaltered blockchain, as it is, steers clear of cryptographic 
protocols. For instance, the asymmetrical key cryptographic 
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method for protecting privacy assurance comes up short of 
privacy assurance due to the fact that blockchain 
interactions/transactions are partially anonymous, suggesting 
that interactions/transactions are determined by an 
encryption-anchored alias as an alternative to the valid 
addresses of members [12]. Specifically, the grade of privacy 
assurance may be altered in response to the digital ledger 
category: restricted, coalition, and unrestricted. Unrestricted 
blockchain is the typical totally dispersed blockchain, 
whereas restricted and coalition blockchains retain a grade of 
dominant governance, presenting enhanced solitude and data 
entitlement supervision than unrestricted [13]. 
 In reliance on this evaluation, we identify that blockchain 
and Artificial Intelligence (AI) for BDA can be 6 folded. First, 
blockchain can be availed in the transmission and storage 
steps of BDA thanks to its characteristics of immutability, 
unquestionability, high trustworthiness, etc., preventing 
possible data poisoning attacks, along with robust 
authentication and access control like those availed in the 
framework SBBDA-IoD [14]. Moreover, research in [15] has 
advocated using a hybrid on-chain and off-chain approach to 
cater to the challenge of data redundancies and the high 
volume associated with BD, where blockchain is availed to 
prevent tampering with BD stored off-chain. Next, due to the 
additional computational burden of blockchain transactions 
due to the large volume of BD, researchers have advocated 
for efficiently storing BD in the blockchain, either by 
offloading blockchain transactions to the network edge with 
the aid of hollow blocks and express transactions or by storing 
only important pieces of BD [16]. Furthermore, AI can be 
extensively operated for the analysis step of BD that can 
produce predictive and descriptive analysis for diverse 
network functions such as intrusion detection, anomaly 
detection, fault detection, network monitoring, traffic 
prediction, etc. [17]. Fifthly, we find that the Blockchain and 
AI (BCandAI) fused approach in BDA is where blockchain-
anchored storage of BD is utilized for secure federated 
learning to generate insights from the stored data [18]. 
Finally, cloud computing and blockchain have been utilized 

for secure and privacy-protecting data fusion for BD in an 
effort to reduce network congestion, along with Machine 
Learning (ML) for BD analysis [19]. 
 The review paper [20] attempts to discuss the unification 
of AI, blockchain, and BD. However, work [20] does not 
emphasize BD analytics at all and rather discusses 
applications of AI, blockchain, and BD for various fields, for 
instance medicine, academia, agriculture, etc. Similarly, the 
review papers [21] and [22] investigate the applications of AI, 
blockchain, and BD applications in healthcare, but do not 
inspect the combined or individual use of AI and/or 
blockchain for BDA. Even though the review paper [23] 
reviews regarding the operation of blockchain for BD services 
and applications, it does not emphasize BD analytics, and 
further integrated use of BCandAI for BD analytics is not 
discoursed at all. To the limit of our cognition, during this 
writing, there is an absence of a survey paper reviewing the 
individual and the combined use of BCandAI, specifically 
emphasizing BDA. Therefore, this piece of work will fulfill 
an unattended space in the existing literature, providing a 
useful reference for future researchers on the integrated and 
individual use of BCandAI for BDA. 
 Figure 1 reveals the topic layout of this literary 
investigation. 
 
 
2. Methodology 
 
This exploration evaluates the active research work on 
BCandAI-anchored BDA out in published form over the 
decades, leveraging a comprehensive and protracted 
systemology [24]. Likewise, it dissects numerous viewpoints 
on big data, BDA, AI, and blockchain frameworks. Thus, all 
fresh academic investigations and cyberspace sheets 
published in electronic form on BD, BDA, blockchain, AI, 
and blockchain- and AI-anchored BDA consist of the full 
population set in the context of this examination. However, 
full population set references are unfathomable for scrutiny in 
this examination. 

 
Fig. 1. Topic layout of literary investigation on BC and AI for BDA in networking. 
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 Thus, leveraging applicable search expressions and 
screening requirements, we compiled 91 references from 
fresh academic investigations and cyberspace sheets. 
 We tracked down IEEE Xplore IT data resource, 
ScienceDirect scientific data collection vault, ACM cyber 
library, Google Scholar research material search engine, 
Wiley cyber library, and the MDPI document locator. Our 
preferred search expressions were "BD" OR "Blockchain" 
OR "BDA" OR "Blockchain-anchored BDA" OR "AI-
anchored BDA" OR "Blockchain and AI-anchored BDA" OR 
"AI anchored BDA for intrusion diagnosis" OR "AI anchored 
BDA for anomaly diagnosis" OR "AI anchored BDA for fault 
diagnosis" OR "AI anchored BDA for network observation" 
OR "AI anchored BDA for content caching" OR "AI anchored 
BDA for network optimization" OR "AI anchored BDA for 
channel and spectrum learning" OR "AI anchored BDA for 
traffic prediction". 
 Many facets of culling the articles developed the 
screening requirements. The first two screening requirements 
are that publication necessitates English language and that it 
must be profoundly connected to the search expression. 
Thirdly, to facilitate rising the correctness of conducted 
exploration, periodical publications were set as primary 
concern by comparison with convention presentations and 
early version documents. On the other hand, we didn't show 
preference for academic papers in an explicit paper publisher 
within the screening requirements; in lieu, we thought of all 
scientific paper publishers alike. The last screening 
requirement proclaims that an explicit publication demands 
electronic distribution in the interval of years from 1970. 
 The opening sample was shrunken to 89 publication 
citations, next to identification of 2 publication citations was 
the same. Likewise, we stated clarifications and explanations 
regarding the spectrum of topics proposed in this exploration 
using 27 publications. To differentiate this exploration from 
former explorations, we inserted in a later phase 4 greater 
exploration articles into the group of literary work, conveying 
the aggregated figure of publication citations to 120.  
 To analyze in place blockchain- and AI-anchored BDA 
anchored on many facets, for instance, blockchain 
characteristics, AI characteristics, BD characteristics, 
network facets, and competence, we leveraged the structured 
table data for exploration’s non-quantitative study. Likewise, 
we composed visual depictions leveraging the MS Excel 
application to dispassionately review exploration data 
attached to AI-anchored, blockchain-anchored, and BD-
anchored facets. 
Ethics lack relevance for the reason that this exploration links 
to data transmission networks. 
 
 
3. BD in Networking 
 
3.1 Distributed networking 
BD are typically collected and stored in a distributed manner 
in networking in an effort to provide fast responses for local 
services deviating from the centralized mode of operation. In 
particular, Google’s file organization structure is scattered, 
having thousands of clusters to store BD in a distributed 
manner [25]. Moreover, BD is processed and analyzed 
typically in a distributed manner using operations such as 
MapReduce, which functions parallelly in a distributed 
manner [26]. Thus, BD applications are most suitable to be 
availed in distributed networks. 
 

3.2 BD characteristics 
BD are characterized by Big-5V features that are briefly 
explained below [27].  
 
3.2.1 Volume 
Volume conveys a massive amount of data that is created, 
collected, and archived, usually in proportions of terabytes to 
petabytes. Due to the sheer volume, traditional approaches to 
data storage fail, and they require storage systems like 
Hadoop and NoSQL. 
 
3.2.2 Variety 
Variety specifies the high degree of heterogeneity that exists 
in BD as the data can come from various formats (video, 
audio, text, images, websites, etc.), structures 
(structured/semi-structured/unstructured), and sources having 
different data models.  
 
3.2.3 Velocity 
Velocity implies the high rate at which BD is born and 
subsequently operated due to the presence of real-time 
applications and streaming data sources such as stock 
markets, sensor data from networks, social media feeds, etc.  
 
3.2.4 Veracity 
Big veracity refers to the high degree of variation that exists 
in the quality of BD, as they come from different sources and 
can contain both high-quality and low-quality data. Thus, 
robust data cleansing and validation techniques must be 
implemented in BD systems. 
 
3.2.5 Value 
Big value refers to the high significance and knowledge that 
can be extracted using BD to perform meaningful tasks, 
optimize processes, etc. by making intelligent decisions to 
bring massive profits to individuals and organizations. 
 
3.3 BD modeling 
 
3.3.1 Graph 
A graph is constituted by a group of points (nodes) associated 
with edges, where points denote real-world objects and edges 
represent relationships among the objects. Figure 2 reveals 
different realizations that BD can be modeled. 

 
(a) 

 
(b) 

Fig. 2. Big data modeling. (a) Graph. (b) Tensor. 
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 In BD scenarios, graphs can be composed of countless 
points and edges, such as in the case of social networks, 
biological networks, communication networks, etc. [28]. 
Techniques of graph spectra (obtaining eigen values and 
eigen vectors of the graph's connection matrix to study its 
spectral properties) and graph summarization (capturing 
essential characteristics of large graphs using techniques just 
like node sampling, subgraph extraction, graph compression, 
etc.) can be availed to make these large graphs processable 
[29]. 
 
3.3.2 Matrix and Tensor 
Matrices can be availed to depict BD in a structured tabular 
form, storing structured data such as sensor readings, user 
item interactions, etc. to be used for subsequent BDA. 
Typically, sparse matrices having a large number of zeros and 
efficient storage are used for representing BD [30]. Compared 
with graph representation, matrix representation brings 
advantages in efficient computation, enables structured data 
analysis, and provides collaborative filtering. Moreover, the 
tensor representation with a large number of dimensions can 
effectively be availed to represent all forms of BD, such as 
structured (using a 2D matrix), semi-structured, and 
unstructured data [31]. 
 
3.4 Networking techniques for BDA 
 
3.4.1 Queuing theory 
Queuing theory deals with the study of queues, which is a core 
concept in networking. In multiple stages of BDA, including 
data collection, analysis, and output generation; queuing 
theory can help in optimizing the performance and resource 
utilization. It can be availed to minimize delays and maximize 
network throughput by optimizing the arrival rate, service 
rate, queue length, service time, etc. In [6], queuing theory is 
availed for request time processing in the in-memory system 
of BD, which avails queuing representations. Moreover, 
queuing analysis can be availed for habituative censoring in 
BD processing, where it is used for modeling a terminal 
element with plentiful sensor elements where the non-
examined data can be depicted in the form of a queue [32]. 
 
3.4.2 Coflow scheduling 
Coflow (collection of flows) scheduling is a networking 
technique where communication patterns among multiple 
tasks in a distributed computing network environment are 
optimized to minimize communication delays among the 
nodes. It further involves grouping, prioritizing, and 
scheduling similar flows together in parallel clusters. VirtCO 
is a scheme that jointly schedules coflows and does virtual 
machine placement in an effort to optimize the performance 
of communication-intensive BD applications of data centers 
[33]. For BDA in data center networks, a coflow compression 
minimizing coflow completion time problem is solved using 
a heuristic technique availing multi-stage pipelining to elevate 
time-planning and recurrent Neural Networks (NN) to 
envisage compression rate [34].  
 
3.4.3 Systematic modeling 
Systematic modeling in the context of networking refers to 
creating a mathematical or analytical model to understand the 
behavior of the network [35]. In particular, it can be availed 
to predict how changes in the network parameters, just like 
bandwidth, latency, etc., will affect the data processing. In 
[36], for a mobile cellular network, the base stations’ 
activities and behaviors are captured by using a BD analytical 

model to examine call detail records in an effort to predict call 
behaviors and analyze detail patterns. The Pareto principle 
has been advocated as an operational mechanism to model BD 
apps in networking. Pareto distribution has been availed to 
model extreme events in BD when analyzing BD in a 
longitudinal and cross-sectional approach using a non-
parametric Bayesian formulation [37]. 
 
3.5 BDA applications in networking 
 
3.5.1 Network monitoring 
Network monitoring within circumstances of BDA involves 
collecting and analyzing data about network traffic, 
performance, network behavior, user events, sensor data, 
policies, configuration data, etc. in an effort to make network 
decisions to optimize network performance with the aid of 
network administrators or using an automatic decision-
making system. Thus, network monitoring is a high-level 
activity that encapsulates all monitoring tasks related to BDA 
in networking, such as intrusion detection, anomaly detection, 
fault detection, and traffic prediction. Big-DAMA is such a 
generic network BD traffic monitoring and analysis 
framework for anomaly detection, intrusion detection, etc. 
that has both online and offline analysis approaches for real-
time and historical BD in a scalable manner [38]. 
 
3.5.2 Intrusion detection 
A vast amount of data from the network, such as user logs, 
performance metrics, network traffic, etc., can be minutely 
evaluated availing BDA to identify trends and relationships 
and detect malicious or unauthorized activities in the network 
to trigger alerts for mitigating them. In [39], spark-chi Support 
Vector Machines (SVMs) are used for BDA in an effort to 
detect intrusions by using a chi-squared selector for feature 
selection on the Apache Spark BD platform. 
 
3.5.3 Anomaly detection 
Anomaly detection, being an event detection technique, 
attempts to detect behaviors that deviate from normal 
behavior by analyzing BD related to network events by using 
statistical methods, ML techniques, data mining, etc. Thus, 
anomaly detection enables not only the detection of security 
anomalies for fraud detection, but also can be availed for the 
detection of equipment anomalies. In particular, in a cellular 
network, BDA has been availed to analyze call detail records 
to detect abnormal activities of user movements and identify 
the location of the device where the anomaly has occurred 
[40]. 
 
3.5.4 Fault detection 
By analyzing BD such as sensor data, operational logs, etc., 
faults that exist in the network machinery can be detected. 
Thus, anomaly detection can be availed for network device 
fault detection. In particular, in [41], sensor anomaly 
detection is realized to analyze BD using ML, where sensor 
faults are detected as anomalies. However, for fault detection, 
other techniques just like signature anchored detection, rule-
anchored detection, root cause analysis, time-series analysis, 
etc. can be availed. Moreover, data mining can be availed to 
collect BD in order to find fault nodes in a communication 
network using outlier detection in a route from source to 
destination [42]. 
 
3.5.5 Channel and spectrum learning 
Channel and spectrum learning using BDA is useful in 
wireless communication networks to optimize channel 
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selection and allocate spectrum for efficient and reliable data 
transmission. BDA can be availed to examine usage trends, 
channel quality, interference metrics, spectrum-related data, 
etc. to dynamically learn about the channels and spectrum in 
an effort to allocate radio resources anchored on real-time 
demands. For instance, in underwater acoustic networks, data 

can be analyzed to- -predict communication channel quality 
[43]. In particular, in [44], the spectrum is monitored by 
analyzing BD, availing AI tactics and statistics to learn about 
the spectrum and forecast its occupancy and usage in an effort 
to make timely decisions in allotting radio spectrum 
dynamically in cloud-anchored wireless access networks.  

 
Table 1. A condensation of prevailing literature on BD in networking. 

Big data 
characteristic 

Specific characteristic Procedure Performance 

Distributed 
networking 

Storage  Google file system [25]  Robust and scalable in handling BD 
Processing  MapReduce [26]  Simplified data analysis 

BD modeling Graph 
   

BD graph data modeling [28] Efficient and scalable 
Graph spectra and graph summarization techniques 
[29]  

No performance analysis 

Matrix Sparce matrices [30] Efficient BD storage 
Tensor  Tensor representation and dimension reduction [31] 93% general accuracy 

Networking 
techniques 

Queuing theory 
  

Request time processing using queuing models [6] MG1 model requires least memory size 
Queuing theory for adaptive censoring for BD 
processing [32] 

Successfully deal overcome data 
congestion 

Coflow scheduling 
  

VirtCO-schedules coflows, place virtual machine 
[33] 

36.5% reduction in coflow scheduling 
time 

Coflow compression using stage pipelining and 
RNN [34] 

Speed up job completion time, reduces 
traffic 

Systematic modeling 
  

BD analytical model to examine call detail records 
[36] 

Effective network activity prediction 
using BD 

Pareto distribution with non-parametric Bayesian 
formula [37] 

For climate events, predict extreme event 
risk 

BD analytics 
applications 

Network monitoring  Traffic monitoring and analysis (Big-DAMA) [38] Realtime, historical scalable BD analysis 
Intrusion detection Spark-chi SVMs [39] High performance with reduced training 

time 
Anomaly detection  Analyze call detail records to detect movement 

anomaly [40] 
Detect location of the anomaly 

Fault detection Machine learning to detect sensor faults [41] Able to extract meanings from complex 
BD 

Data mining for outlier detection in a route [42] Feasible outlier detection in a 
multivariate data 

Channel & spectrum 
learning 

Machine learning and statistics to learn on spectrum 
[44] 

There is a trade-off in accuracy vs. 
latency 

Traffic prediction  BD regularity and randomness - time series analysis 
[45] 

Regularity-predictable, randomness-
unpredictable 

Network optimization Resource allocation for life threatening incident [4] Low delay critical data transmission 
Fuzzy logic for optimum radio resource allocation 
[46] 

Efficient resource allocation 

Caching content Popularity-anchored proactive content caching [47] Full request satisfaction, offload 98% 
backhaul 

Location specific frequently accessed content 
caching [48] 

Reduce network latency 

 
3.5.6 Traffic prediction 
Traffic prediction involves forecasting network traffic 
anchored on historical traffic data. Traffic prediction is useful 
for capacity planning to make the network ready to accept 
future high demands in network traffic by allocating the 
required resources at the correct times. Traffic prediction 
often involves spatial and temporal traffic analysis. In 
particular, in [45], mobile network BD traffic is evaluated by 
using time series analysis to divide BD traffic into 
randomness and regularity sections and avail temporal data 
envisaging to foretell traffic trends availing regularity 
component. 
 
3.5.7 Network optimization 
Network optimization deals with optimizing network 
parameters anchored on the predictive evaluation of BD 
(output of the network monitoring task). By analyzing user 
behavior, network traffic, and performance metrics, 
bottlenecks in the network can be identified, and resources 
such as bandwidth, spectrum, etc., can be optimally allocated, 
devices can be reconfigured, routing decisions can be 
optimized, and loads can be balanced to reduce the 

performance bottlenecks. Thus, network optimization 
belongs to the interpretation and decision-making step of 
BDA (refer to Section 4.5). In patient-anchored mobile 
networks, BD extracted from outpatient medical records and 
body sensor measurements are evaluated to envisage the 
probability of a fatal incident, and accordingly, an optimum 
4G physical resource block is allocated in the network to 
transfer crucial data to medical suppliers with a lower time 
latency [4]. Some have used the MapReduce technique to 
lower the volume of BD and use orthogonal binary singular 
value decomposition of binary matrices representing BD in an 
effort to recognize patterns and group using fuzzy logic for 
optimum radio resource allocation of mobile 5G users [46]. 
 
3.5.8 Caching content 
BDA can be availed to optimize BD transmission by using 
geographically targeted data caching and predictive caching. 
Thus, content caching is a type of network optimization. 
Proactive caching involves analyzing the user content for 
popularity, preferences, and other factors and caching more 
popular content in an effort to make them readily available to 
the users by analyzing user patterns. In [47], proactive content 
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caching at the base stations of a 5G network by collecting BD 
related to users' mobile traffic and estimating content 
popularity to optimize the network by achieving gains in 
backhaul offloading and request satisfaction has been 
advocated. Moreover, location specific content caching 

attempts to reduce network latency by caching frequently 
accessed content in geographical locations closer to the users 
[48].  
 Table 1 reveals a condensation of the prevailing literature 
on BD in networking.  

 

 
Fig. 3. Big data analytics routine. 
 
4. A Brief review of BDA 
 
BDA participates in the deep examination of massive, 
complicated data collections to take out knowledge using 
analysis, and this routine is illustratively revealed in Figure 3. 
 
4.1 Acquisition 
The inceptive stride of BDA is data acquisition. It refers to 
raw data collection from diverse origins, as in sensing 
elements, mobile appliances, operations, etc., using dedicated 
data collection approaches for each type of data collection 
[49]. In the BD scenario, it can be arduous to collect valuable 
and relevant data owing to the elevated veracity and variety 
of BD. In [3], for an unmanned aerial vehicular network, a 
cloud control system is modeled, and the stable condition of 
the control network is decided by identifying a core-
association among the BD by obtaining the speed of sensing 
elements’ data and the robustness of the network. A well-
known data acquisition protocol is the Advance Messaging 
Queuing Protocol (AQMP), which is an open protocol that 
operates on four layers: transport, messaging, transaction, and 
security [50]. 
 
4.2 Transmission/Sharing 
Once BD are acquired from the BD generation origins, they 
are required to be transmitted to servers or devices on which 
BD are stored, and subsequent analysis is carried out. Because 
of the exceptionally elevated amount and production rate of 
BD, it can be arduous to transmit data using conventional 
techniques. Thus, efficient transmission techniques, just like 
real-time data streaming, along with a high-speed data 
transfer service, can be availed. Apache Kafka is a BD 
streaming pipeline that is configurable and has features such 
as offset and partition that can be availed for program scaling 
[51]. FSA-MPTCP is a BD transmission scheme that provides 
optimum procedures for diverse data streams while providing 
an inter-tier methodology for a multiple path transmission 
control protocol to autonomously render BD transferring 
procedures [52]. 
 
4.3 Pre-processing 
Owing to the elevated heterogeneity and veracity of BD, raw 
data cannot be directly utilized for analysis purposes. Raw BD 
should necessarily be pre-processed to be ready for analysis 
or storage. BD pre-processing typically involves enhancing 

data quality and standardizing data, which typically involves 
4 steps: 
 
4.3.1 Cleaning 
Data cleaning is the first step of data pre-processing, which 
involves removing duplicate records, interpolating missing 
values, mitigating data noise, eliminating inconsistencies, and 
correcting inaccuracies. In [53], in the industrial center cloud, 
a BD cleaning method with the aid of mobile edge nodes 
using angle-anchored outlier detection and SVMs has helped 
to reduce energy and bandwidth consumption. 
 
4.3.2 Transforming 
Transformation involves converting the cleaned data into a 
regular arrangement, as in the normalization of data to a 
common scale. A BD quality ensuring framework emphasizes 
the requirement of data transformation following cleaning to 
ameliorate the condition of BD [54]. 
 
4.3.3 Integration 
Integration essentially means data aggregation by combining 
data from numerous origins to create a consolidated dataset. 
In [55], a secrecy-conserving BD fusion scheme is availed in 
a network of unwired sensor elements where sensor elements 
are divided into clusters and inter- and intra-cluster data 
aggregation is carried out in an energy-efficient manner in the 
data pre-processing stage. 
 
4.3.4 Compression 
Data compression attempts to reduce the volume of data while 
preserving essential characteristics of the data at the same 
time. This involves reducing the number of attributes, 
balancing skewed data, and compressing data using 
techniques just like principal component analysis [56].  
 
4.4 Storage 
Pre-processed data can be stored either on a long-term or 
short-term basis using storage infrastructure. Data 
management software in BD that includes file systems and 
database management systems is briefly discussed in the 
following subsections. 
 
4.4.1 File systems 
Within the scope of BD, traditional file systems are not 
suitable to storing BD due to their limitations in scalability. 
Hadoop Distributed File System (HDFS) is one such example 
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of a scalable and fault-tolerant BD file system that breaks files 
into smaller blocks and distributes them across nodes [57]. 
Another example is the Google File System (GFS), which 
breaks large BD into equal-sized, smaller blocks and 
distributes them [25].  
 
4.4.2 Database management systems (DBMS) 
Traditional relational databases are not suitable for BD 
storage owing to their boosted speed and diversity features. 
Thus, typically, NoSQL databases such as Apache Hbase 
(DBMS for HDFS), Cassandra, MongoDB, etc. that are 
capable of handling semi-structured and unstructured data 
having high scalability and consistency are availed [58]. 
 
4.5 Analysis 
Analysis is the core of the BDA routine that extracts 
meaningful insights from the BD. 
 
4.5.1 Distributed computing models 
Batch processing involves processing an extensive quantity of 
data in batches by breaking data into smaller chunks and 
processing them parallelly across multiple nodes in a cluster. 
Distributed computing models often make use of batch 
processing. MapReduce is the most famous general-purpose 
distributed computing model that maps (sorts key-value pairs) 
input data and then reduces data by aggregating the output of 
the map function [26]. Apache Spark and Apache Flink are 
alternatives to MapReduce, supporting batch and stream 
processing having iterative algorithms and queries [59]. 
 
4.5.2 Descriptive Analysis 
Descriptive analytics involves extracting the properties or 
overview of data, such as summarizing the data to gain an 
understanding of its characteristics, patterns, relationships, 
etc. This involves an initial assessment of the data using data 
mining. Several descriptive analysis techniques exist. 
 
• Exploratory analysis involves visualizing data using 

graphical means such as histograms and scatter plots in an 
effort to identify trends, outliers, and relationships. In 
particular, the tile-anchored visual data analysis system 
developed to visualize the BD Twitter dataset uses 
exploratory data analysis to provide interactive 
visualization [60]. 

• Association rule mining detects patterns of co-occurrence 
among data items. It aims to extract the dependence 
between variables. Examples are the apriori algorithm 
and the frequent pattern growth algorithm. In [61], a 
Swarm Intelligence Optimization (SIO)-anchored 
growth procedure has been availed for discovering 
association rules from BD. 

• Clustering groups similar data items together anchored on 
specific characteristics to ensure that items in the same 

category have a high similarity. Unsupervised ML 
methods, just like K-means and density-anchored 
clustering, are typical examples. Hybrid approaches for 
clustering by combining clustering techniques have 
resulted in better clustering performance than individual 
clustering techniques [62]. 

• Sequential pattern matching identifies patterns that occur 
in a sequence. In particular, this enables analyzing the 
sequence of user actions, tracking the order of a process, 
etc. An example of such an algorithm is a generalized 
sequential pattern. In [63], Knuth Morris Pratt anchored 
sequential pattern matching is implemented in the 
Hadoop distributed file system, which also involves 
partitioning and clustering of text documents where 
pattern mining tasks are implemented as map operations. 

• Descriptive statistics render insight into the statistical 
properties of the dataset. In particular, R-tool has been 
advocated as a statistical data analysis framework for BD 
that is open source and provides packages for statistical 
analysis in an effort to make decisions anchored on the 
analysis [64]. Thus, R supports BD analysis using 
descriptive statistics.  

 
4.5.3 Predictive Analysis 
The aim of predictive analysis is to avail antecedent records 
to envisage eventual consequences or tendencies [65]. Thus, 
predictive analysis involves forecasting. There are several 
techniques for forecasting using predictive analysis.  
 
• Classification is essentially a guided learning approach 

that assigns an assemblage of items to target categories 
(discrete outputs). Typical classification algorithms are 
supervised ML methods just like SVMs, deep NNs, etc., 
having different intentions such as intrusion recognition, 
network appliance classification, traffic classification, 
etc. [66].  

• Regression attempts to estimate an operation to identify 
the association amidst objective attributes. It is used for 
predicting continuous figures, as in cases of linear and 
logistic. In particular, in [67], an apriori algorithm mined 
household BD in a mobile network is classified using 
descriptive analytics, and then non-linear logistic 
regression is used for identifying the poor households.  

• Inferential statistics make inferences about a population (a 
larger dataset) using a sample of data (an observed 
dataset). Again, R-tool can be availed for the generation 
of inferential statistics for BD [64]. 

• Stochastic modeling techniques, just like Markov models, 
Bayesian networks, etc., model uncertainty and estimate 
parameters using probabilistic techniques using a sample 
of data. In particular, in [68], BD from a transportation 
network is analyzed using Bayesian networks to predict 
the bus arrival time. 

 
Table 2. A condensation of prevailing literature on BDA. 

BD analytics step BD analytic 
component/aspect  

Specific procedure  Performance 

Acquisition Acquisition rate Identify relationship in BD acquisition rate 
with stability [3]  

Raising of bandwidth curtails scheme's 
reaction time 

Data acquisition 
protocol 

Advance Messaging Queuing Protocol 
(AQMP) [50]  

High flexibility, security, ubiquity, 
interoperability 

Transmission Streaming pipeline  Apache Kafka having partitioning and offset 
[51] 

Improves performance, accuracy of BD 
storing, processing 

Transmission scheme  Optimum strategies for multipath 
transmission control [52] 

Better performance for diverse flows 

Pre-processing Cleaning Angle-anchored outlier detection, SVM [53]  Reduced energy, bandwidth consumption 
Transforming Improve quality of BD by transforming [54] Save cost, help for accurate data analysis 
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Integration Inter- and intra-cluster data aggregation [55] Scalable solution, protect privacy 
Compression Reducing attributes, balancing skewed data, 

compression [56] 
Improves data quality 

Storage File systems HDFS [57] Scalable and fault tolerant file system 
Google File System having distributed small 
blocks [25] 

Robust and scalable in handling BD 

DBMS NoSQL databases to handle semi, 
unstructured data [58] 

High scalability, consistency 

Analysis Distributed computing 
models 

MapReduce to map input data, aggregate 
output [26] 

Simplified data analysis 

Spark, Flink - batch and stream processing 
[59] 

Spark has better runtimes than Flink 

Descriptive analysis Tile anchored visual data analysis [60] Enables exploratory data analysis of 
massive data 

SIO for discovering association rules [61] Effective rule mining 
Hybrid clustering combining clustering 
techniques [62] 

High accuracy, recall, precision, F1-score 

Knuth Morris Pratt anchored sequential 
pattern matching [63] 

Effective MapReduce model on time 
requirements 

R-tool for descriptive statistics analysis [64] Capable of analyzing various data types 
Predictive analysis Supervised ML for classification [66] SVM has a good trade off in accuracy, 

computational cost 
Non-linear logistic regression [67] 92% recognition accuracy, only 18s mining 

time 
R-tool for inferential statistics analysis [64] Capable of analyzing various data types 
Bayesian network as a stochastic modeling 
technique [68] 

Effective predictive analysis for a use case 

Interpretation and 
decision making 

Optimization 
techniques  

Network optimization using BDA [4] High SINR, low margin of error 

Decision making 
module  

Makes optimized decisions anchored on BD 
analysis [69] 

30% throughput increment, 25% reduction 
in response time 

 
4.6 Interpretation and decision making 
The outcome of the predictive analysis is interpreted, and 
action recommendations are provided to achieve the desired 
goal. It involves making decisions anchored on predictions. 
Optimization and decision-making are the main components 
of this step of BDA. 
 
• Optimization techniques involve linear programming, 

non-linear programming, genetic algorithms, swarm 
optimization, etc. to minimize or maximize a set of 
outcomes under a set of constraints to find the optimum 
solution for achieving tasks such as resource allocation, 
scheduling, variable selection, etc. [4].  

• A decision-making module such as multiple-criteria 
decision-making assesses the predictive outcomes to 
provide a set of alternative solutions and selects the best 
solution among them. In particular, in self-optimizing 
networks, the BD-driven decision-making module takes 
optimization decisions such as adjusting network 
parameters and allocating resources, anchored on the 
insight from the deep examination of BD [69]. 

 
Table 2 reveals a condensation of the prevailing literature on 
BDA. 
 
 
5. A Brief review on Blockchain and AI 
 
5.1 A Condensation of Blockchain System 
A progression of bonded blocks or interactions/transactions 
incorporates the digital ledger identified as blockchain. 
 
 
5.1.1 Composition 
Every one of block in the realm of a structured blockchain, 
which incorporates a payload division and header division, is 
bonded to its foregoing block (other than the foundation 
block) by harnessing the foregoing block's hash code, and the 

interactions/transactions in the realm of a payload division are 
arranged within a Merkle tree paradigm [8]. 
 A non-linear blockchain incorporates an aggregate of 
bonded interactions/transactions, where one 
interaction/transaction could verify diverse additional 
interactions/transactions that were produced prior to its 
creation. These interactions/transactions are scant in payload 
divisions and header divisions; as a result, Merkle trees are 
not there [9]. 
 
5.1.2 Transactions/Interactions 
An end-user can kick-off a blockchain transaction/interaction, 
which is consequently disseminated to all contemporaries in 
the realm of the network and safeguarded by harnessing the 
owner's key. A consensus mechanism will kick-off once each 
end-user harnesses the public asymmetric key to authenticate 
the transaction/interaction. Block producers commonly 
interact using consensus/general consent by joining the 
transaction/interaction in the realm of a block, which is 
consequently disseminated to the digital ledger network and 
assisted by each end-user in the digital ledger network with 
consecutive block authentication [70]. The transaction 
verification and generic transaction routine in a blockchain 
are illustratively revealed in Figure 4. 
 
5.1.3 Cryptography 
To protect the credibility of interactions/transactions in 
blockchain, hash encryption is harnessed to bestow fixed 
proportion hash codes with diminished clashes [71]. 
 By harnessing an online signature, an asymmetrical key 
cryptographic method holding a private-public key 
combination is harnessed to authenticate 
interactions/transactions. In an effort to fortify the 
concealment of records, it's equally likely to be harnessed to 
conceal blockchain interactions/transactions [72]. 
 Zero-knowledge-SNARKs are harnessed to authenticate 
interactions'/transactions' accuracy in a clandestine fashion, 
providing the user-specific details of 
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interactions/transactions, fortifying concealment, and 
obstructing the dissemination of classified content [107]. 
 Cryptography beyond quantum threats harnesses 
powerful cryptographic strategies that fortify against 

incursions from quantum computational devices, for instance, 
Kyber, Ed25519, and such [11]. 

 
(a) 

 
(b) 

Fig. 4. Transactions of blockchain. (a) Transaction verification using digital signature. (b) Generic transaction process. 
 
5.1.4 Consensus/General consent 
Blockchain consensus harnesses widespread general consent 
to produce and authenticate unprecedented blocks, protecting 
the credibility of the digital ledger infrastructure.  
 In vote-anchored general consent, facts are transferred 
and procured in the realm of the contemporaries as they 
corporate to authenticate blocks. The universally adored vote-
anchored general consent strategy harnesses byzantine fault-
resilience consent, throughout which a supervisor joins 
interactions/transactions in the realm of a block, disseminates 
it, and end-users re-disseminate it to authenticate the block 
procured with the parent is equal [12]. When each end-user 
gets equal facsimiles of an unprecedented block by a greater 
than 66% majority of the network's end-users, the block is 
joined to the digital ledger. 
 Proof-anchored general consent requires end-users to 
bestow compelling demonstration on the grounds that they 
must be remunerated for joining an unprecedented block to 
the digital ledger. The most admired proof-anchored general 
consent strategy is denoted as proof-of-work, mandating an 
end-user to contribute effort by handling a daunting obstacle 
in an effort to protect its credibility [70]. 
 
5.2 AI 
AI techniques involve a broad scope containing ML methods, 
fuzzy logic, meta-heuristics, and so on. ML is the most widely 
used sub-field in AI that involves supervised, semi-
supervised, and unsupervised learning [73]. 
 
5.2.1 Supervised learning 
In supervised learning, there exist labeled inputs and outputs 
for the learning model to comprehend a relationship that maps 
the input parameters to the output parameters (for model 
fitting/training). While training, underlying patterns are 

learned by the model. Typical examples of supervised ML 
involve classification and regression problems.  
 
5.2.2 Unsupervised learning 
Unsupervised learning involves learning entirely from an 
unlabeled data set, where the model typically learns the 
relationships among the input data to pick a bunch of inter-
related objects from the fed-in data collection without any 
guidance. 
 
5.2.3 Semi-supervised learning 
In this experience-acquiring method, a mixed mode where 
both annotated and non-annotated data are availed for fitting 
a ML model. 
 
 
6. Blockchain and AI for BDA 
 
6.1 Notion 
Built upon this review of literature, the blockchain- and AI-
anchored BDA notion can be sectioned into the underneath 6 
sections. 
 

• C1 -- Exercising blockchain to store and transmit all 
BD securely, preventing data poisoning attacks with 
or without authentication and access control; 

• C2 -- Mixed on- and off-blockchain BD recording; 
• C3 -- Efficient BD storage in blockchain by 

offloading to the network edge or storing a selected 
subset of BD; 

• C4 -- Analysis of BD using AI; 
• C5 -- Blockchain-anchored secure federated 

learning for BDA; 
• C6 -- Blockchain-anchored data fusion for BD; 
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The notion of BCandAI for BDA is revealed in Figure 5. 
 
6.2 Blockchain only solutions for BDA 
 
6.2.1 Secure BD acquisition/transmission/storage 
For BDA in medical networks, blockchain has been availed 
for secure electronic medical record BD sharing and 
management by availing a cryptographic hash generator in the 
HDFS, using asymmetric cryptography for authentication of 
sensitive data, and using grey wolf optimization for validating 
the requests [74]. “MapChain” is a scalable BDA framework 
for IoT that avails a blockchain to provide verifiable access to 
healthcare data with the aid of zero-knowledge proofs to 
prevent unauthorized access, along with a BDA tracking 
system that is anchored on algorithms [75]. “SBBDA-IoD” is 
a blockchain-driven secure authentication key administration 
scheme drone in beyond 5G networks, along with a big-data 
analytics approach using data mining, predictive analytics, 
etc. that has shown high security and efficiency [14]. A BD 
sharing and transaction scheme using blockchain has been 
exercised for multiple users as a distributed secure storage, 
along with a cryptographic algorithm to prevent data 
modification during user storage [76]. A BD management 
system that collects, transmits, and stores BD has been 
feasible by integrating blockchain for non-tampering and 
traceability by availing of a data caching structure consisting 
of an on-blockchain and an off-blockchain to address data 
redundancy and storage problems associated with BD [15]. 
So as to facilitate BD sharing in edge networks, blockchain 
has been availed in a resource-efficient approach by using 
proof-of-collaboration consensus, which is computationally 

efficient, a blockchain transaction offloading mechanism, and 
express transactions and hollow blocks [16]. Driven by the 
non-scalability of storing all BD in blockchains, a scalable 
solution for storing only sensitive BD in the blockchain while 
using 3 algorithms: allocating data to users, data searching, 
and confirming communication has been feasible for the 
Smart City (SC) IoT system [77]. 
 
6.3 AI only solutions for BDA 
 
6.3.1 AI-anchored Intrusion detection 
So as to efficiently detect intrusions by BD analysis in 
network environments, a mixed Deep Learning (DL) 
algorithm comprised of a convolutional NN to draw out 
meaningful insights from the BD and a Long-Short Term 
Memory (LSTM) to sustain dependencies in the long term has 
been more effective than traditional ML approaches [78]. 
Similarly, in [79], LSTM and DL are jointly availed for a 
network intrusion detection technique along with BDA 
techniques to improve detection speed and accuracy, known 
as BDL-IDS. Alternatively, Louati et al. have used a multi-
agent system availing Deep Reinforcement Learning (DRL) 
on the Hadoop platform for parallel big-data analysis for the 
agent decision-maker to detect network intrusions in a 
distributed approach [80]. Using network BD, a generic ML 
framework has evaluated the effectiveness of several ML 
algorithms, as in Random Forest (RF), Decision Tree (DT), 
etc., to deeply evaluate the BD to uncover intrusions in a 
distributed manner using a new multi-objective feature 
selection approach in an effort to expand the lifespan 
(accuracy) of the ML tactic in the long run [81]. 

 
Fig. 5. The notion of BCandAI for BDA in networking. 
 
6.3.2 AI-anchored Anomaly detection In fourth-generation LTE networks, anomalous network 

conduct has been uncovered by using semi-supervised ML 
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along with a statistical approach to detect sleeping cells 
(unusual low activity regions) and unusual high activity 
regions, which require more network resources, by analyzing 
BD generated from the cellular network [82]. Moreover, a 
BDA framework known as “Big-DAMA”, which is 
competent of deep examination and archiving BD, is able to 
process as batches and streams, where anomaly detection is 
realized using a set of ML models in an effort to benchmark 
each specific model [83]. Furthermore, the K-means 
unsupervised ML technique has been availed for BDA along 
with principal component analysis to detect network 
anomalies in Apache Spark clusters, which has resulted in a 
high accuracy of detection [84]. Similarly, BD related to user 
activity in mobile networks has been stored to analyze the 
anomalous behavior using the unsupervised K-means 
clustering ML technique along with hierarchical clustering 
that can detect anomalies such as unusual traffic at a specific 
location by analyzing the BD [85]. 
 
6.3.3 AI-anchored Fault detection 
For efficient monitoring of the Internet of Things (IoT) in the 
manufacturing domain, using large unstructured BD from IoT 
sensors (Kafka, Storm, and MongoDB) for messaging, real-
time processing, and storage, respectively, along with a mixed 
prediction model availing an outlier identification algorithm 
and a RF ML classifier for fault identification, has been 
effective [86]. For automatic fault diagnosis in software-
defined networks, BDA, by harnessing Bayesian Networks 
(BN), has been availed as a self-diagnostic service along with 
a self-healing approach to either fix or bypass the failure [87]. 
 
6.3.4 AI-anchored Network monitoring 
A combined ML approach by combining 5 ML classifiers, as 
in SVMs, DT, etc., and availing weighted, soft, and plurality 
voting for analyzing BD from a mobile IoT network for 
security monitoring has shown better classification 
performance than individual ML approaches [88]. Work in 
[89] renders an outline for preservation and then specifies 
how BD in mesh networks can be availed for network 
observation, non-normal behavior uncovering, and 
underlying fault evaluation availing ML and BN. In an IoT-
anchored smart home automation and management system, 
BD are analyzed and monitored to learn the behavior of users 
and patterns of energy usage using the J48 ML technique for 
classification in an effort to provide energy-saving 
recommendations anchored on the analysis using rule 
languages [90]. 
 
6.3.5 AI-anchored content caching 
“Learn to cache” is a generic ML-anchored BDA system for 
BDA at the network edge to escalate operating efficiency and 
lessen the requests for wireless spectrum where BD are 
estimated for content popularity and a caching approach is 
allocated accordingly [91]. Similarly, an anticipatory 
information caching method for 5G avails ML for analysis of 
mobile BD to predict item well-likeness, and items are cached 
at the base-station considering popularity to improve user 
satisfaction [92]. In software-defined and virtualized 
networks, a networking, caching, and computing resource 
allocation framework by analyzing BD using DRL (deep Q 
learning) has resulted in converged performance in an effort 
to improve applications related to smart cities [93]. 
 
6.3.6 AI-anchored Network optimization 
A multimedia IoT network quality of experience optimization 
by availing data fusion of BD to map from uncontrolled user 

data to controlled network data using a NN for quality of 
experience assessment of the BD, where the fused data is 
optimized to control bandwidth allocation and path selection 
in an effort to improve user satisfaction [94].  
 
6.3.7 AI-anchored Channel and spectrum learning 
Channel learning, specifically a channel modeled using a 
finite-state Markov channel model, is learned using BD 
collected from wireless networks using DRL to obtain 
optimal interference alignment [95]. Moreover, ensemble 
learning anchored regression has been availed to analyze BD 
from a 5G network for intra-cell interference evaluation and 
optimize the network accordingly to improve user quality of 
experience and reduce interferences [96]. A framework 
known as “RFLearn” extracts spectrum knowledge from a 
wireless network by analyzing the network's I/Q BD samples 
using DL in an effort to make spectrum-anchored decisions 
such as changing communication parameters just like radio 
frequency, coding rate, modulation technique, etc. [97]. In 
wireless communication networks, DL has been availed for 
BDA to generate knowledge regarding mobile user demands 
using BD, which represents user spectrum and other demands, 
in an effort to intensify the effectiveness of channels [98]. 
 
6.3.8 AI-anchored Traffic prediction 
Deep learning and DRL are jointly utilized along with 
unsupervised online incremental ML to diagnose content 
drifts, separately identify traffic events, forecast traffic flows, 
and optimize control decisions availing network-acquired 
heterogeneous BD [99]. Moreover, a convolutional NN is 
availed for spatial property recognition, while a LSTM 
recurrent NN is availed for temporal property recognition in 
traffic flow prediction by analyzing BD generated from SC 
networks in an effort to control the congestion of the network 
[100]. Similarly, spatio-temporal modeling using a hybrid DL 
technique consisting of an autoencoder-anchored DL 
algorithm to predict space-related properties and LSTM to 
predict time-related properties, along with parallel training for 
traffic load prediction in a cellular network, has shown high 
prediction accuracies [17]. 
 
6.3.9 AI-anchored Generic Network applications 
A BDA system for the IoT-SC using DL and a parallel 
strategy of convolutional NNs where digital twins are availed 
to construct the SC has yielded high energy efficiency and 
prediction accuracy [101]. 
 
6.4 Combined BCandAI solutions for BDA 
Blockchain has been advocated as a scheme for storing 
validated and quality BD for subsequent analytics using AI, 
where a use case related to a business network application has 
been advocated in which blockchain-stored BD is used for 
developing insights using federated AI [18]. A framework 
integrating cloud computing and blockchain is availed for less 
threatened and solitude conservative data fusion for BD in an 
effort to reduce network congestion, while a hierarchical 
fuzzy hashing technique has been availed for BDA in an effort 
to detect and locate ML models' anomalies [19]. So as to 
provide secure BDA services, blockchain is amalgamated 
with Federated Learning (FL) to ensure secure FL in IoT 
networks to protect the ML models' integrity while using 
fuzzy hashing to detect FL models' anomalies as a data 
analytics step [102]. In cognitive IoT networks, blockchain 
has been availed as a measure to prevent BD's data poisoning 
attacks, such that BDA availing AI/ML methods has shown 
good classification performance when BD is archived in 
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blockchain compared to when data is archived in cloud 
storage under data poisoning attacks [103]. Similarly, another 
research for beyond 5G network-driven edge computing uses 
FL for privacy-preserving ML in BDA by integrating 
blockchain with Wasserstein generative adversarial networks 
to generate random noise-anchored differential privacy in an 
effort to protect model parameters [104]. “BlockDeepNet” is 
a framework for collaborative DL using blockchain for BD 
analysis, ensuring confidentiality and integrity, which allows 
local training at the equipment stage and combination of the 
locally fitted models at the edge-server stage, availing 
blockchain interactions [105]. Likewise, 

“BlockIoTIntelligence” is an IoT framework for BD analysis 
using AI by availing blockchain for making data immutable 
for decentralized IoT applications having four tiers: cloud, 
fog, edge, and device intelligence, where BCandAI are 
availed in each tier, achieving scalability and security [106]. 
In IoT networks in cyber-physical systems to achieve BD 
analysis with low latency and high accuracy while preventing 
the single spot of failure and adversarial attacks, 
“DeepBlockIoTNet” has been advocated as a blockchain-
anchored framework that carries out DL at the edge tier in a 
reliable mode thanks to the blockchain [108]. 

 
Table 3. Evaluation of Blockchain- and AI-anchored BDA frameworks. 

BCandAI 
involvement  

Application BD 
analytics 
stage 

Procedure No
tio
n 

Blockchain 
composition 

Blockchain 
consensus 

Blockch
ain kind  

AI/BC techniques Networ
k kind 

Performance 

Pure 
blockchain 
anchored 

Medical  Sharing  BC-CHG [74] C1  Structured  Generic  Generic  Asymmetric 
cryptography 

Medica
l  

High efficiency and lower time 

Healthcare   All   MapChain [75] C1  Structured  PoW  Public  Zero knowledge proofs  IoT  Solve privacy issues 
Drones   All   SBBDA-IoD [14] C1  Structured  PBFT  Generic  Authentication key 

administration  
5G  High security and efficiency 

Data sharing   sharing   Tamper-proof 
[76] 

C1  Structured  Generic  Private  Cryptographic 
algorithm  

Generic  Lower failure rate 

Generic  Acquisition, 
sharing   

BDM [15] C2  Structured  RBFT Permissi
oned  

On and off-chain  Generic  Low response time 

Generic   sharing  Open-edge [16]  C3  Structured  Po 
Collaborati
on  

Generic  Offloading, express 
transactions  

Edge  Low computational cost, wasted 
energy 

Smart city Sharing  PP-BD [77] C3  Structured  BFT  Permissi
oned  

3 algorithms  IoT  Good BFT performance, preserve 
privacy 

AI only Intrusion 
detection  
   
   
   

Analysis   Hybrid DL [78] C4  -----  -----  -----  CNN+LSTM  Generic  More than 95% accuracy 
Analysis   BDL-IDS [79] C4  -----   -----  -----  DL+LSTM  Generic  High detection rate, low false 

alarms 
Analysis   DIID [80] C4  -----  -----  -----  Deep Reinforcement 

Learning (DRL) 
 
Generic 

Accuracy:75%, Precision:79%, F1-
score-72% 

Analysis   MOA [81] C4  -----  -----  -----  RF, DT, etc.  Generic  Longer model lifespan, 10Gbps 
throughput 

Anomaly 
detection  
   
   
   

Analysis  AD-WN [82] C4  -----  -----  -----  Semi-supervised ML  4G-
LTE  

Timely and reliable detection 

Storage, 
Analysis  

Big-DAMA [83] C4  -----  -----  -----  Supervised ML  Generic 10 times speed in computations 

Analysis  Netflow [84] C4  -----  -----  -----  K-Means + PCA  Public 
networ
k  

96% anomaly detection accuracy 

Storage, 
analysis  

User-privacy [85] C4  -----  -----  -----  K-means, hierarchical 
clustering  

Wireles
s  

Low prediction error in anomaly-
free data 

Fault detection 
   

All  Hybrid-
prediction [86] 

C4  -----  -----  -----  Outlier detection, RF  IoT-
automat
ive  

Efficient monitoring, high accuracy 

Analysis, 
interpretatio
n  

Bayesian [87] C4  -----  -----  -----  Bayesian networks  SDN  high accuracy, precision, recall, F1-
score 

Network 
monitoring 
   
   

Analysis  Combined ML 
for MIoT-BD 
[88] 

C4  -----  -----  -----  SVM, KNN, GNB, 
DT, and plurality 
voting 

Mobile 
IoT  

Combined technique has better 
classification performance 

Storage, 
analysis  

Mesh-BDA [89] C4  -----  -----  -----  ML, Bayesian network  Mesh  Practically viable architecture 

Analysis, 
interpretatio
n  

HEMS-IoT [90] C4  -----  -----  -----  J48 ML classifier  IoT-
SHA  

Ensure safety, comfort, low energy 
consumption 

Caching 
content 
   
   

All Learn to cache 
[91] 

C4  -----  -----  -----  Deep learning  Edge  Low CPU computations, high user 
satisfaction 

All  ML-backhaul 
[92] 

C4  -----  -----  -----  Machine learning  5G  High user satisfaction, backhaul 
offloading 

Analysis, 
interpretatio
n  

DRL-SDVN [93] C4  -----  -----  -----  Deep reinforcement 
learning  

SDVN  Solution converges, utility 
decreases with CPU cycles 

Network 
optimization  

Analysis, 
interpretatio
n  

QoEDF [94] C4  -----  -----  -----  Neural network  IoT  Improvements in QoE levels 

Channel and 
spectrum 
sharing 
  
   
   

Analysis, 
interpretatio
n 

FSMC [95] C4  -----  -----  -----  Deep reinforcement 
learning  

Wireles
s  

Converges, high sum rate 

Analysis, 
interpretatio
n  

MNO [96] C4  -----  -----  -----  Ensemble learning 
anchored regression  

5G  Improved user QoS, throughput 

Analysis  RFLearn [97] C4  -----  -----  -----  Deep learning  Wireles
s  

Decrease latency and power 
consumption by 15 times 

Analysis, 
interpretatio
n  

WC-BDA [98]  C4  -----  -----  -----  Deep learning  Wireles
s  

Implemented for underwater sensor 
networks 

Traffic 
prediction 
   
   

Analysis, 
interpretatio
n  

Smart traffic [99] C4  -----  -----  -----  DL+DRL, 
unsupervised 
incremental ML  

 ITS Demonstrated on smart sensor 
network traffic data 

Analysis, 
interpretatio
n  

Urban-BDF 
[100] 

C4  -----  -----  -----  CNN+LSTM  Smart 
city  

RMSE-49, 92.3% accuracy 

Analysis  Spatio-temporal 
[17] 

C4  -----  -----  -----  Autoencoder-anchored 
DL+LSTM  

Cellular  Improved prediction accuracy 

Generic  Analysis  Digital twin [101] C4  -----  -----  -----  DL+CNN  IoT-SC  High energy efficiency, prediction 
accuracy 

Combined 
BCandAI 

Business Storage, 
analysis  

BC-BDA [18] C5  Structured  PBFT  Permissi
oned  

Federated AI  Busines
s  

Improved customer satisfaction 

Data fusion   All   EC-DF [19] C6  Structured  Generic  Generic  Hierarchical fuzzy 
hashing  

IoT  Low overhead and processing times 

Secure BD 
analytics 

All  FML-BC [102] C5  Structured  PoW Private  Federated learning, 
fuzzy hashing  

IoT  Prevent model poisoning attacks, 
low energy consumption 

Secure BD 
analytics  

All  CIoT [103] C1  Structured  PBFT  Public  ML classification, BC 
storage  

Cogniti
ve IoT  

Prevent data poisoning attack to get 
high classification performance 
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Secure FL for 
BDA  

All  B5G-BC [104] C5  Structured  Custom  Generic  Wasserstein generative 
adversarial network  

B5G-
EC  

High convergence, accuracy, good 
data utility 

Privacy 
preserving 
BDA  

All  BlockDeepNet 
[105] 

C5  Structured  PoW  Private  Collaborative DL  IoT  High accuracy, acceptable latency, 
overhead 

Multi-tier 
applications  

All  BlockIoTIntellig
ence [106] 

C1, 
C4  

Structured  Generic Generic  BC, AI in each tier  IoT  Good accuracy, security, privacy 

BD analytics in 
CPS  

All  DeepBlockIoTNe
t [108] 

C5  Structured  PoW  Private  Deep learning at edge  IoT-CP  low latency and high accuracy 

 
7. Review Evaluation 
 
7.1 Evaluation of singular schemes 
Table 3 reveals the BCandAI-anchored BDA frameworks’ 
evaluation with respect to BDA concept, application, 
blockchain-related parameters, techniques, network type, 
performance, and time of proposal. 
 
7.2 Overall Evaluation 
Figure 6 illustratively reveals the dispersal of various 
attributes in evaluated BCandAI anchored BDA frameworks. 
 As revealed in Figure 6a, the greatest (62.5%) of the 
frameworks in the reviewed work implement concept C4 (BD 
analysis using AI), while the remaining 37.5% are distributed 
for BCandAI for BDA (C5-12.5%) or blockchain itself alone 
for analytics (C1-15%, C2-2.5%, C3-5%, and C6-2.5%). 
Next, when deliberating on the stage of the BD analytics 
dispersion among frameworks, as revealed in Figure 6b, it is 
transparent that 30% of frameworks are involved in the whole 
BDA routine, while other (70%) frameworks address one or 
more specific stages of BD analytics. Specifically, 25% 
address BC analysis, 22.5% are involved in both analysis and 
interpretation, 10% are involved in both storage and analysis, 
another 10% are involved in sharing, and 2.5% are involved 

in BD acquisition and sharing. Furthermore, out of the 
literature reviewed, the highest (10%) of frameworks 
implement PoW general consent, with the same percentage by 
generic general consent, 7.5% by PBFT, and remaining equal 
percentages by RBPT, custom, PoCollaboration, and BFT, as 
revealed in Figure 6c. Moreover, when deliberating on the 
specific technique for BD analytics, as revealed in Figure 6d, 
DL is the topmost predominantly used BD analysis technique 
(12.5%), succeeded by DRL (7.5%), CNN+LSTM (5%), and 
DL+LSTM (5%). Blockchain-anchored specific techniques, 
just like the use of asymmetric cryptography, zero-knowledge 
proofs, and the like, and BCandAI combined techniques, just 
like federated AI, BC storage with AI classification, and the 
like, have relatively lower implementation. Additionally, as 
revealed in Figure 6e, most blockchain or BD analytics 
frameworks have been either formulated for generic networks 
or IoT, as the highest percentage of 17.5% exists for such 
networks, succeeded by wireless, 5G, and edge networks, 
while remaining networks have the least prevalence. Finally, 
as revealed in Figure 6f, the literature associated with BC and 
AI for BDA commenced to be produced around 2016 and has 
been prevailing since then, achieving a peak in 2018 and 
prevailing still with high and low variations in between the 
years with no plain variation on the trend. 

 
 

(a) 

 
 

 
(b) 

(c) (d) 
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(e) 
 

(f) 
Fig. 6. Overall intricate review (a) Notion (b) BDA stage (c) BC general consent (d) BC/AI technique (e) Type of network (f) Posted year 
 
8. Discussion 
 
8.1 Potentialities 
8.1.1 High support for BD analysis availing AI 
AI methods are extensively availed in BD analysis to achieve 
different network objectives such as intrusion detection, 
anomaly detection, fault detection, network monitoring, 
content caching, network optimization, traffic prediction, etc. 
Furthermore, data fusion can be utilized to effectively reduce 
the quantity of data, making BDA more efficient [109]. AI-
anchored prediction tasks in BD involve both descriptive 
analysis to extract an overview of data by using techniques 
just like clustering and predictive analysis techniques just like 
classification and regression to predict future outcomes 
anchored on historical data. AI techniques just like ML and 
fuzzy logic can be integrated with other analysis techniques 
just like descriptive statistics, inferential statistics, association 
rule mining, sequential pattern matching, etc. to improve the 
global analysis task [110]. 
 
8.1.2 Secure BD archiving availing blockchain 
BD archiving is a phase in BDA. Blockchains can be availed 
to store well pre-processed BD that is cleaned, transformed, 
integrated, and compressed, as raw BD is not suitable to be 
stored in blockchains. Thus, validated and quality BD are 
stored in the blockchain to be availed for subsequent analysis. 
Moreover, blockchain can also be utilized for secure BD 
fusion. Investigations reveal that BDA, by availing data 
archived in the blockchain, is superior in performance to that 
stored in the cloud, fundamentally as a result of the data stored 
in the blockchain is free from data poisoning attacks. 
Furthermore, a network can be divided into several tiers, such 
as cloud, edge, fog, device, etc., where BCandAI can be 
integrated into each tier to achieve BD analysis in each tier. 
As BD is large in volume, off-chain storage can be assisted to 
efficiently archive BD, where the hash code of the data stored 
in off-chain storage can be stored in blockchain. 
 
8.1.3 Secure FL availing blockchain 
FL is a dispersed mode of ML that permits models to be 
trained across decentralized devices without exchanging local 
data. Blockchain-anchored BDA has paved the path for 
obtaining inferences using federated AI by analyzing BD 
locally. So as to achieve secure FL, blockchain protects the 
integrity of the ML models used for FL for BD analysis. 
Federated learning in BDA allows privacy preserving ML 
model training for analyzing BD, as private data are not 
shared in the network. Furthermore, local ML models can be 
aggregated at the edge servers using blockchain transactions.  
 

8.1.4 High growth potential and automation of AI 
techniques 
Traditional BDA techniques, just like statistical methods and 
data mining, can strive to analyze BD that have a large volume 
of high-velocity data in a large network. AI practices can be 
trained and tested on large datasets and, thus, have high 
growth potential. For instance, it has a high growth potential 
in analyzing network data and predicting real-time parameters 
to aid in network optimizations such as routing [111]. 
Moreover, they can be trained online as more new data 
becomes available in an automated fashion without the 
involvement of a third party, reducing manual intervention 
and human errors, in contrast to traditional techniques that 
require human supervision [112]. Furthermore, AI techniques 
are capable of producing inferences in actual-time availing 
BD to aid in making network decisions.  
 
8.1.5 Secure BD sharing and authentication availing 
blockchain 
Availing blockchain, cryptographic practices can be availed 
for authentication, and HDFS can be incorporated to share 
BD. Moreover, Zero-knowledge-SNARKs can be availed on 
blockchain to render admission control for BD. Furthermore, 
blockchain can be availed for secure authentication key 
administration in BDA frameworks. The proof-of-
collaboration consensus technique has been advocated to be 
availed in collaborative BD sharing frameworks utilizing 
blockchain to share BD in an energy-efficient manner having 
express transactions.  
 
8.2 Problems 
8.2.1 Poor versatility of blockchain as a result of high data 
volume and velocity 
BD inherits features of high data volume and velocity, 
meaning that large quantities of data that are generated at high 
speeds are required to be analyzed. Thus, BDA systems are 
obliged to be capable of handling an enormous bulk of BD 
per unit time. This can be challenging, especially when the 
network scale gets larger, further elevating the burden of data 
quantity per unit time and making data collection to a 
centralized point very difficult [113]. Therefore, blockchain 
frameworks will strive to provide their duties of secure 
storage/transmission/sharing of BD. This is very true, 
especially for conventional blockchain networks that can 
incur extra delays in BD processing as a result of time-
consuming distributed consensus approaches that are 
intensified with the growth of network scale, velocity of data, 
and volume of data [114].  
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8.2.2 Problems as a result of high variety and veracity 
BD can originate from heterogeneous origins, as in video, 
audio, text, images, etc., having large differences in the 
quality of the data. In knowledge-defined networks, data 
needs to be collected to a centralized location for analysis and 
knowledge generation, which can be challenging from a big 
data perspective when integrated with blockchain [115]. Due 
to this high variety and veracity, it is challenging for the 
blockchains to archive or transmit BD and AI to analyze the 
data. Thus, it will be difficult for the AI techniques to analyze 
the BD by integrating different varieties of data. Instead, 
multiple AI models may be required to predict different 
varieties of data, as different varieties of data exist to 
represent purposes [116]. Therefore, even though the effect of 
veracity can be reduced by proper cleaning of data, the effect 
of variety cannot be nullified. Moreover, blockchains often 
require standardized data structures for archiving data. Since 
raw BD can contain fully, partially, or zero unstructured data, 
it is arduous to store them on blockchain without proper pre-
processing techniques just like cleaning and transforming.  
 
8.2.3 Troubles in auditing and explaining analysis 
When blockchain is used for secure storing and transmitting 
BD, and AI is used for analysis, it can be very arduous to 
evaluate and audit such BDA frameworks. First, even though 
blockchain transactions are traceable, auditors can find it 
difficult to understand the history of transactions and verify 
data accuracy. Moreover, blockchain networks can change 
over time having protocol updates and changes in consensus 
mechanisms, making it difficult to audit transactions over 
time. On the other hand, the inner workings of AI models are 
also difficult to interpret. For example, in the prediction of 
link lifetime using machine learning, it is difficult to interpret 
the cause of the prediction [117]. Moreover, it can be hard to 
predict whether data transformation and integration lead to 
better performance than data analysis using individual 
predictions for each data stream.  
 
8.2.4 Elevated energy wastage 
The whole routine of BD analysis is a high-energy demanding 
task, from data acquisition up to interpretation and decision-
making. When BCandAI are integrated into the process, the 
energy consumption is even higher than using conventional 
BDA. Even though blockchain improves the purity, 
transparency, and trust of BD in the BDA routine, it can cause 
additional network energy wastage because of the peer-to-
peer distributed consensus-anchored approach followed by 
them for transaction generation and validation. However, 
whether integration of AI boosts or reduces energy 
consumption is debatable, as it can depend on various factors 
such as the complexity of the AI model, hardware resources, 
parallel processing capability, etc. 
 
8.2.5 Lack of systematizations for integrated BCandAI 
use 
In BCandAI-integrated BDA systems, to the climax of our 
perception, there are no systematizations that recommend 
combinations of a particular blockchain framework and an AI 
model. In fact, the integration is still in the research stage, and 
these two techniques exist to serve different purposes in the 
BDA framework. However, as reviewed in the literature, 
there is sufficient evidence to prove that two techniques in 
combination have provided very promising results to provide 
secure, privacy-preserving, attack-preventing, and high 
accuracy BDA despite lack of systematizations. 
 

8.2.6 High implementation challenges 
First, there exist regulatory and compliance issues, like in the 
cases of liability issues for AI decisions and automated 
actions of smart contracts [118]. Next, maintaining data 
quality in a system of integrated BCandAI is difficult due to 
the high heterogeneity, velocity, and quantity that exist in big 
data [119]. Furthermore, the implementation cost is much 
higher in BCandAI combined BDA approaches than using AI 
alone for BDA, which incurs costs in terms of additional 
initial infrastructure and operational costs. Next, due to the 
integration of blockchain, it can introduce additional 
overheads in communication and additional latencies. Finally, 
the integration can negatively affect towards the overall 
system’s scalability since both AI and blockchain are known 
to have scalability issues, making implementation 
challenging [120]. 
 
 
9. Conclusion, Counsels, and Impending trajectories 
 
In this evaluation, we first evaluated the notion of BD in 
networking and then evaluated a brief of the BDA process. 
Post to a condensation of BCandAI concepts, we evaluated 
the application of BCandAI for BDA in networking. 
Specifically, built upon this review of literature, we sectioned 
the notion into 6 sections in which BCandAI can be availed 
for BDA: blockchain for archiving and transmitting BD 
securely, mixed on-blockchain and off-blockchain BD 
recording, BD analysis availing AI, secure FL availing 
blockchain for BDA, and blockchain anchored BD fusion. 
Moreover, we intricately reviewed the evaluated studies with 
regard to blockchain concerning attributes, AI concerning 
attributes, and BDA concerning attributes to evaluate shifts 
and breaks related to them. Finally, we discoursed the 
potentialities and problems of utilizing AI and blockchain for 
BDA.  
 This review article offers a profitable piece of knowledge 
on the concept of integrated and individual use of BCandAI 
for BDA. Using this evaluation, researchers can promptly 
evaluate shifts and breaks in the BCandAI application for 
BDA. This will grant a foundation for them to explore more 
in this realm stemming from the intricated review, findings, 
and counsels. 
 Underneath counsels can be advocated to overpower the 
problems discoursed. 
 

• Conventional blockchain can strive to scale under 
the characteristics of high data volume and velocity 
of BD. So as to face these challenges, a non-linear 
blockchain with parallel arithmetic capability can be 
availed to replace the conventional blockchain. 
Moreover, if traditional blockchain is used, sharding 
can improve throughput and decrease delay. 
Furthermore, a hybrid approach with on-chain and 
off-chain storage can be availed under the demands 
of high quantities and rates of BD. 

• The high veracity and heterogeneity of BD are 
challenging for both BCandAI. These effects of BD 
can be reduced by proper pre-processing techniques 
involving cleaning, transforming, integration, and 
compression. Data pre-processing is typically done 
off-chain; however, it is possible to pre-process data 
using smart contracts and integrate them into the 
blockchain. However, as the effect of variety cannot 
be nullified, AI may involve transfer learning or a 
hierarchy of AI models to fuse the results of outputs 
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from different varieties of data to predict the desired 
output of BDA. 

• To overcome difficulties in auditing BDA, various 
methods can be availed. First, for blockchains, 
periodic audits are obliged to be carried out, as it is 
difficult to track the history of transactions over time 
as a result of the evolution of protocols and 
principles of consensus over time. When it comes to 
predictions and analysis using AI, it is advisable to 
use explainable AI models to evaluate the causes of 
prediction outputs and to understand how these 
models make decisions. 

• So as to reduce the high energy consumption in 
traditional blockchain, one can avail energy-
efficient consensus approaches, just like green 
practical byzantine fault tolerance. Moreover, an 
energy-efficient graph-anchored blockchain can be 
availed to reduce energy consumption for 
computations. Furthermore, dedicated hardware 
designed for blockchains can be availed as 
infrastructure for blockchains to improve the energy 
efficiency of secure BD storage using blockchain. 

• So as to tackle the difficulty of the lack of 
standardizations for integrated use of BCandAI, 
they can be selected by considering the application-
case of BDA and selecting the best combination by 
referring to existing research literature. Moreover, 

industry involvement and collaborations can be 
promoted to develop standards for use cases of 
BCandAI integrated BDA.  
 

 In the financial and banking sector, BCandAI-driven 
BDA can contribute to effective fraud detection and risk 
management, helping to improve the overall system’s 
transparency. In healthcare, it helps in providing personalized 
treatments by analyzing a large quantity of medical data. 
From the viewpoint of supply chain and logistics, BDA using 
BCandAI can indeed contribute towards better demand 
prediction, route optimization, and inventory management. 
Blockchains can help in energy trading in decentralized 
energy grids, while AI can make that system more sustainable 
by analyzing big data to reduce energy wastage. 
 Blockchains can reinforce the credibility, secrecy, and 
reliability of the BDA, while AI can be availed to accurately 
produce outcomes by analyzing the BD descriptively or 
predictively. Later research may encompass developing a 
unified AI model for predicting diverse BD. Moreover, in 
blockchain terms, the influence of quantum processing 
attacks can be studied for the security and subsequent analysis 
of BD. 
 
This is an Open Access article distributed under the terms of 
the Creative Commons Attribution License.  
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