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Abstract 
 

Rainfall has a direct effect on agriculture, hydroelectric generation, and water resources management, etc. Many natural 
catastrophes are also closely linked to rainfall intensity and duration, including flood and drought. Therefore, it is essential 
to have fast and reliable technique of forecasting rainfall intensity and duration for regional water resource management. 
Timely rainfall forecasting is also required to avoid and mitigate potential harmful impacts of natural catastrophes such as 
landslides, floods, and droughts. Rainfall prediction is usually based on numerical weather models combined with 
meteorological radar data. Such models have been used extensively in studies, including multiple regressions and 
climatology averaging techniques, numerical methods, and empirical formulations. Forecast accuracy depends on 
uncertainty, and probabilistic forecasting handles the challenge of unpredictability better than deterministic predictions. 
The behavior of Random Forest, Gradient Boosting, and Decision tree models has been studied to optimize the results 
generated from data fed into them. Gradient Boosting was found to work best among those tested, with features related to 
and affecting rainfall predictability giving an accuracy of 93%. Random forest and Decision tree method having 90% and 
78.5% of accuracy was achieved respectively. It was also observed that Mean Absolute Error (MAE) is 1.54, Mean Squared 
Error (MSE) is 24.94, Root Mean Squared Error (RMSE) is 4.99 for the 40 year time period data. This prediction will be 
useful for the Meteorological Department, State Disaster Management Department, Water Resources Management 
Department of State including Dam and Reservoir inflow management.    
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1. Introduction 
 
Predicting rainfall is difficult task due to the complexity of the 
systems involved [1]. Many topographic, hydrologic, and 
atmospheric factors influence rainfall, but rainfall prediction 
is critical in managing surface and subsurface water 
resources, irrigation projects and hydropower production [2]. 
The Indian summer monsoon brings a huge amount of rain 
from June to September, and its unpredictability has a huge 
effect on the country's economy, making its correct 
forecasting very important [2,3]. Because of the 
unpredictability, probabilistic predictions are being used 
increasingly on both a monthly and seasonal basis.  
Statistical forecasting methods commonly provide 
predictions lacking understanding of uncertainty, but most of 
those available until recently have also lacked statistical 
prediction reflecting the potential for change [4,5]. 
Deterministic predictions provide the likeliest outcomes. 
Failure to forecast exceptional years has occurred largely 
because the variability was not captured adequately. Due to 
India’s heavy dependence on agriculture, it is important to 
depict and convey uncertainty in seasonal forecasts, to help 
the agricultural agencies make good use of limited resources 
[6,7]. Decision-makers have greater faith in probabilistic 
projections, which quantify uncertainty in a way that 
deterministic forecasts do not. 

 Extreme rainfall is one of the biggest causes of major 
natural catastrophes [8,9]. Heavy rainfall events have poor 
prediction accuracy, making both scientific study and 
practical forecasting more difficult. In tropical and 
subtropical coastal Asia, days when 100 mm of rain or more 
falls occur regularly, and rainfall of 300 mm or more 
sometimes [10]. Although tropical cyclones are often 
responsible, many such events arise with monsoon wind 
patterns. Heavy rainfall, while having large-scale 
characteristics, is controlled by a number of localized factors 
[11,12]. It is hard to know whether the most intense rain will 
fall over the flat lowland, where most people live and with the 
biggest flood risk [13]. 
 For long-term forecasting, the system must be configured 
to fulfil all requirements [16,17]. The modeling is based on 
the assumption that the process of rainfall and stream flow is 
linear. Nonlinearities are often small and have time-varying 
parameter trajectories, which reduce their visibility [18,19]. 
New ideas emerge from the support to the residuals. 
Introducing non-stationarities (such as shifts or trends) into 
the historical data is an approach that may be used to 
distinguish the model from the "future" (scenario) data. Based 
on these findings, the main characteristics that affect the long-
term behavior of the system and highlight significant sub 
processes may be discovered [21-24]. For weather reports, 
meteorological agencies use supercomputers operating on 
both mesoscale and local forecast models.  
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 There are both geographical and temporal effects that 
come into play when estimating rainfall. These may be 
particularly important in areas with varied topography, such 
as the world's mountain ranges [34-37]. 
 The four different geographically distributed rainfall 
erosive datasets provided by the technique of choice all 
provide varying degrees of confidence. Analysis revealed that 
better performance was delivered using the custom model and 
the SCIA-ISPRA dataset together, with ERA5-Land also 
outperforming other models, due to major sources of error 
including improper R-factor estimation, using an empirical 
model in place of a rigorous model, and using gridded rainfall 
data instead of point-scale rainfall observations. A critical 
function in water resources planning and management is 
making predictions about precipitation [38-42].  
 
1.1. Research Gap 
Various research work carried out by the researchers for 
rainfall prediction across the world and few researchers have 
carried out the work for Sabarmati River Basin but that was 
only rainfall runoff modelling work. No researcher has work 
carried out for rainfall prediction for the Sabarmati River 
basin. There is various Rainfall runoff model study was 
carried out using HEC-HMS model and ANN technique. An 
ANN is a powerful technique that may be used to discover 
hidden non-linear connections between input and output 
variables. This included daily rainfall, average temperature, 
and evaporation data as inputs, and discharge as an output. 
One researcher carry out the modelling of rainfall and runoff 
in the Sabarmati River watershed took five years (2001–
2005). The neural network was developed, and its simulation 
results demonstrate an excellent correlation of 0.82 with the 
observed data. A root mean square error (RMSE) value 
was 0.11 for the Sabarmati basin's 5-year data was also 
reported for the aforementioned stations. [25-26, 48]. The 
limitation of the study was it only focus on Rainfall runoff 
modeling but author has not carried out the work for Rainfall 
prediction. Large-scale, highly predictable midlatitude 
atmospheric patterns are specifically targeted by dynamic 
numerical weather prediction models. Thermodynamically 
driven warm-season rainfall events, such afternoon airmass 
thunderstorm development in subtropical summers, are 
difficult for these models to reproduce [14]. Ensemble 
numerical weather prediction simulations are one current 
approach to this problem; in these, the average of several 
separate simulations using different model physics is 
employed as a more accurate forecast than that of any one 
member. 
 Although these methods improve results, they still only 
achieve a moderate level of accuracy. With this in mind, the 
present study will use machine learning to aggregate 
information from several ensemble members into a single 
forecast for the wetter months of the year [15,16]. In order to 
develop a better prognosis of warm-season rainfall that can be 
implemented in operational meteorology forecasts, we will 
develop a support vector machine classification scheme on 
multiple warm-season rainfall days, using members of a 30-
member ensemble as predictors and observed rainfall patterns 
as a predictand [18-20]. 
 Parameters may be referenced against system signals or 
represented by a time-based function. In order to find an 
accurate (nonlinear) system description, these parameter 
trajectories will be specifically represented and followed to 
arrive at the final goal of accurately predicting system change. 
Supercomputers are not accessible widely so neural network-
based weather forecasting techniques have been explored 

using standard computers [26, 27]. To depict error 
distribution in weather prediction models, the input data may 
be made artificially noisy so that error can be well-
characterized [28, 29]. Model parameterizations may be 
modified in many ways (e.g. cumulus processes, 
microphysics, and boundary layer processes), leading to the 
generation of multiple model solutions, each corresponding to 
a specific ensemble parameterization scheme. 
 Better climate risk management may be achieved via the 
use of probabilistic predictions rather than deterministic ones 
because of the former's capacity to communicate the forecast's 
inherent uncertainty. Recent years have seen a rise in interest 
in the use of probabilistic forecasts based on GCM output. 
Both parametric (using the Gaussian distribution) and non-
parametric (using the counting technique) approaches may be 
used to construct the probabilistic prediction [30,31]. This 
research focuses on a non-parametric method for predicting 
Indian summer monsoon rainfall, which makes no 
assumptions regarding the shape of the forecast distribution 
(ISMR). The method of reconstruction included several rain 
gauges. Choosing the model structure is the most common 
challenge in black-box modelling. 
 Methods of combining different forecasts have improved 
but the ensemble mean continues in use for forecasting. 
Machine learning tools have opened a new door for weather 
forecasting to advance and enhance decision-making tools. 
Until recently, machine learning has not been used to combine 
precipitation predictions for mountainous areas [32, 33], but 
such work has started. Climate change makes it important to 
be able to predict rainfall accurately. This may produce more 
heavy rainfall (or fewer rainy days) that may bring 
catastrophes like floods, storms, and landslides. Effective 
rainfall is rain that feeds the surface system actively. 
The main focus of this paper is on how to create long-term 
data-based models that anticipate the behavior of hydrologic 
systems and their components. The core belief is that the 
system will change gradually based on a time-series 
modelling method [49-52]. 
 It has been shown that better predictions arise if forecasts 
are made using various techniques that are then combined. 
The combining method calls for the use of several forecasting 
and predicting models to provide an overall forecast, which is 
often preferred over a single one. 
 Rainfall controls these dispersed systems, which have 
their own unique features like catchment vegetation or 
subterranean hydrological processes. 
 Main objective is to use a combination of machine 
learning and forecasting methods to predict rainfall. The 
method needs to predict the total amount of rain that will fall 
each day, in this case of Sabarmati River, Ahmedabad. This 
paper shows the behavior of Random Forest, Gradient 
Boosting, and Decision tree models and also shows the 
optimized results for given data out of these models. 
 The primary goal of the work is to obtain a statistically 
significant improvement of predictive skill over currently 
utilized ensemble member approaches. 
 Machine learning tools have opened a new door for 
weather forecasting to advance and enhance decision-making 
tool. Using several data-driven models in the area of 
precipitation prediction has made machine learning more 
applicable. 
 This research examines the usefulness of predicting 
monthly precipitation and also compares a semi-empirical 
model with machine learning techniques. The stochastic 
approach shown here provides one-step-ahead prediction 
characteristics for monthly precipitation estimations.  
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 The algorithms are assessed by how well they forecast 
monthly precipitation and this is done by using statistics from 
the connection between weather and topographical 
conditions. Semi-empirical, matrix factorization methods 
(NMF), examine how various predictor variables affect 
precipitation.  
 
 
2. Study Area 
 
The study area for this research study  is the Sabarmati River 
basin. The river flows year-round, although in the summer it 
shrinks to a tiny trickle. The three seasons — summer, 
monsoon, and winter — are marked by different weather 
patterns. From March to June it is very hot with the 
temperature varying between 43 and 23°C.  Maximum 
temperatures  from November to February range, on average, 
from 36 to 15°C, and minima from 15 to 5°C. During that 
time of year, the climate is very dry. January is harsh and cold, 
with winds from the north [30, 32]. The rainy season begins 
on 15 June and lasts until 15 September. Average annual 
rainfall is 832 mm. The record high is 50°C, while the record 
low is 5°C. Sabarmati is the largest river in Gujarat [29-31].  
 Ahmedabad city is the most important city in the state of 
the Gujarat. The city of Ahmedabad, which had a population 
of about 8.25 million in 2021, is managed by the Ahmedabad 
Municipal Corporation. The district covers 7,170 km2. 
 The urban and peri-urban zones of Ahmedabad include 
highly populated urban conglomerates, in the west, as well as 
agricultural settings in the west, industrial districts in the 
center and east, and a central urban conglomerate. The study 
area is shown in Figure 1. 
 

 
Fig. 1. Study area of Sabarmati River basin 
 
 
3. Methodology 
  
The Figure 2 depicts the process flow for the rainfall 
prediction. The first step is the identification of the project, 
where the project “Rainfall Prediction using Machine 
Learning techniques for Sabarmati River basin, Gujarat, 
India” is chosen. The next step involves the research study 
about the Sabarmati Basin about its location, topology and 
weather conditions. The next step is to collect the daily 
rainfall and weather data of past 40 years from January 1982 
to June 2021. The data has been collected via two sources, 
that is, one is satellite-based weather data collection using 
POWER regional data access from NASA and other involves 
rainfall data collection using government database WRIS. 
After the data is collected, it is further preprocessed and 

compiled and analysis is performed on the data using data 
visualizations. The next step is to feed the data into three 
different machine learning models such as Random Forest 
Regressor, Gradient Boosting Algorithm, Decision Tree 
Classification. Using different algorithms, the rainfall is 
predicted and the models are compared based on their 
performance. After the comparison, the model with best 
performance is chosen.   
 
3.1. Data Collection & Analysis 
The dataset used in the research paper contains daily rainfall 
data of past 40 years from January 1982 to June 2021. The 
dataset contains 14426 rows and 12 columns collected from 
POWER regional data access from NASA’s website and 
Rainfall data is collected from WRIS website for the given 
dates. Rain is the desired variable. The data set consists of 
various features such as latitude, longitude, year, month, day, 
precipitation, relative humidity, surface pressure, frost point, 
temperature, wind speed and rainfall. – see Table 1. The 
dataset used contains daily rainfall data from January 1982 to 
June 2021 – see Table 1. 
 Exploratory data analysis (EDA) is used to analyze 
datasets to summarize their main characteristics, and is 
frequently done with statistical graphics and other data 
visualization methods. EDA’s primary goal is to look beyond 
the formal modelling or hypothesis testing task. The aim in 
this study was to analyze each feature and try to understand 
its variation through time. Graphs represent features such as 
wind speed, precipitation, relative humidity, surface pressure, 
frost point, temperature and rainfall – see Figure 3 – and help 
deduce the weighting and importance of each feature in 
relation to rainfall prediction. The average rainfall received 
by Sabarmati basin each year is 736mm. The maximum and 
minimum rainfall received by the Sabarmati Basin was in the 
year 2006 with rainfall of 1304mm and in the year 1987 with 
rainfall of 284mm respectively. The rainfall data has standard 
deviation of 242mm with mean 736mm. 
 
 

 
Fig. 2. Methodology flowchart 
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Table 1. Dataset description  
Features  Description  
Latitude  23°49'59.34"N 
Longitude  73° 8'20.87"E 
Relative humidity  % 
Surface Pressure  kPa  
Frost Point  °C  
Temperature  °C  
Wind Speed  m/s 
Rainfall  mm (Target variable) 

 
 
3.2. Random Forest Model 
The Random Forest model is a supervised ensemble learning 
algorithm. Ensemble is a method that combines a number of 
weak learners to work together to form a single strong 
predictor. It is a collection of decision trees, known as a forest. 
New objects are classified and ‘voted’ for by each tree on the 
basis of attributes [43, 44]. The classification having the most 
votes is chosen by the forest. The Working process can be 
explained in the below steps and diagram: 
 
• Step-1: Random K data points to be selected from the 

training set. 
• Step-2: The decision trees associated with the selected 

data points (Subsets) is to be built. 
• Step-3: The number N for decision trees that you want to 

build is to be chosen. 
• Step-4: Repeat Step 1 & 2. 
• Step-5: For new data points, find the predictions of each 

decision tree, and assign the new data points to the 
category that wins the majority votes. 

 

  
Fig. 3. Wind speed, temperature, rainfall, humidity, Frost point and pressure for the 
period 1982 to 2021 
 

3.3. Decision Tree Classifier 
Decision Tree is a supervised learning technique that can be 
used for both classification and regression problems, but is 
generally preferred for the former. The complete process can 
be better perceived using the below algorithm: 

 
• Step-1: Begin the tree with the root node which contains 

the total dataset. 
• Step-2: Find the best attribute in the dataset utilizing 

Attribute Selection Measure (ASM). 
• Step-3: Divide the root node into subsets that contain 

potential values for the best attributes. 
• Step-4: With the best attribute generate the decision tree 

node. 
• Step-5: Recursively make new decision trees utilizing the 

subsets of the dataset created in step -3. Precede this 
process until a stage is reached where you cannot further 
group the nodes and call the final node as a leaf node.  

 
3.4. Gradient Boosting  
In Gradient Boosting, many models are trained sequentially, 
in a gradual and additive manner, to convert weak learners 
into strong ones. Trees are trained by assigning equal weight 
to each observation and modifying each new tree by 
increasing the weights of difficult observations to classify and 
decreasing the weights of those that are easier. As steps are 
repeated, each tree tries to minimize the residual error. 
Subsequent trees help classify observations not classified by 
the previous tree. The number of iterations depends on how 
well the trees fit the model.  The final prediction is the sum of 
the predictions [45-47]. There are few important steps in 
boosting the algorithm as follows: 
 
• Step-1: A dataset having different data points is 

considered and initialized. 
• Step-2: Now, equal weight to each of the data points is 

given. 
• Step-3: Assume this weight as an input for the model. 
• Step-4: The data points that are incorrectly classified are 

identified. 
• Step-5: Increase the weight for data points in step 4. 
• Step-6: If you get appropriate output then terminate this 

process else follow steps 2 and 3 again. 
 
3.5. Performance Evaluators 
The performance metrics used below helped understand the 
performances of the model to better tune the hyper-
parameters used in the modelling of the data. The most 
frequently used metrics for evaluation of binary classification 
were: 
 
• Precision: the actual values taken as 1 against the total 

values modelled.  
 
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	 !"#$	&'()*)+$

!"#$	&'()*)+$,-./($	&'()*)+$
     (1) 

 
• Recall: a measure of the model’s robustness. 
 
 Recall = !"#$	&'()*)+$

!"#$	&'()*)+$,-./($	0$1.*)+$
     (2) 

 
• F1-Score: the balance between precision and recall, used 

a measure of the model’s accuracy. The value is always 
between 0 and 1, a higher value signifying better 
performance. 
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 F1-Score = 2∗&"$3)()'4∗5$3.//

&"$3)()'4,53.//
      (3) 

 
• Support: the number of samples showing actual 

occurrences of a class in a dataset. 
 
• Accuracy: a measure of the model’s fitness that helps in 

identifying the features determining the relationships and 
the patterns between them. 

 
  Accuracy = !"#$	&'()*)+$,!"#$	0$1.*)+$

!'*./	6.78/$(
     (4) 

 
• Mean Absolute Error (MAE): the average difference 

between the actual and predicted values. Lower MAE 
signifies a better model but it does not give an idea of the 
direction of error as different features may have very 
different range of values.  

 
  MAE = 1

4
∑ |𝑦) − 𝑦/)|4
)90        (5) 

 
 where, yi = actual value, 𝑦/)= predicted value, n= total 

number of actual values 
 
• Mean Squared Error (MSE): helps to determine the 

gradient. The square of an error makes it more 
pronounced, increasing the focus on it.  

 
 MSE =    1

4
0 (𝑦) − 𝑦/))2

4
)91       (6) 

 
 where, yi = actual value, 𝑦/)= predicted value, n= total 

number of actual values 
 
• Root Mean Squared Error (RMSE): the standard deviation 

of the residual, which indicates how far the model data 
points are from the actual values. 

  

 RMSE = 31
4
∑ (𝑦) − 𝑦/))24
)91       (7) 

 
 
4. Results & Discussion 
 

To accomplish the objective of the present study, machine 
learning models were executed such as Random Forest, 
Gradient Boosting and Decision Tree Classifier and the most 
efficient technique was selected after comparing the outcomes 
of all the three models based on the performance indicators to 
project monsoon streamflow over the Sabarmati River Basin, 
Gujarat, India. Rainfall intensity is defined as the ratio of the 
total amount of rain falling during a given period to the 
duration of the period. Daily rainfall from January 1981 to 
June 2021 were collected and studied to determine which 
factor has the greatest influence. The factors considered were 
wind speed 50 meters above ground level (m/s), precipitation 
(mm/day), relative humidity 2 meters above ground level (%), 
surface pressure (kPa), and frost point (°C) and temperature 
at 2 meters (°C). 
 
4.1. Random Forest results 
Random Forest generates multiple decision trees, which are 
then combined to make a more accurate prediction. A random 
forest regression algorithm with 1,000 decision trees was used 
along with classification to predict the future rainfall trends. 
The training and test dataset ratio was kept at 70:30 as, 
according to the empirical studies the best results are 
obtained. The full rainfall data dataset was used in 
classification and, on that basis, the possibility of rainfall was 
predicted. As per the results achieved using Random forest 
method, 90% of accuracy was achieved as shown in - Table2.   
 
Table 2. Random Forest classification scores  

Precision Recall F1-score support 
0 0.91 0.95 0.93 2933 
1 0.88 0.81 0.84 1395 

Accuracy 
  

0.90 4328 
Macro Average 0.90 0.88 0.89 4328 

Weighted Average 0.90 0.90 0.90 4328 
 

 
 The above table shows the classification scores of the 
random forest model along with the acquired accuracy. A 
random forest regression algorithm was used to predict 
rainfall and 1,000 decision trees used. 
 Random Forest regression based on time-series 
forecasting was also used to predict future trends using past 
data. The results achieved are reported in Table 3. 
 

 
Table 3. Expected vs. Predicted Values for next 30 days by Time Series Forecasting  

Expected Predicted Expected Predicted Expected Predicted Expected Predicted 
0.0 3.0 2.3 6.1 9.8 0.5 4.5 0.1 
0.1 0.1 0.0 3.4 1.7 10.3 0.5 3.2 
1.0 0.1 0.0 1.6 0.7 2.3 0.6 0.0 
0.1 3.4 0.0 0.6 6.6 1.9 12.1 1.2 
0.0 0.8 0.0 0.1 2.7 9.6 3.7 10.6 
0.0 0.0 0.0 0.5 6.8 30.8 0.5 6.5 
0.0 0.2 0.0 0.1 13.8 11.2   

0.0 0.2 0.0 0.0 14.1 15.9   

 
4.1.1. Error Analysis 
MAE, MSE/RMSE: Error analysis is performed to identify 
the outliers in the data and to fit them so as to adjust with the 
model. It was also observed that Mean Absolute Error (MAE) 
is 1.54, Mean Squared Error (MSE) is 24.94, Root Mean 
Squared Error (RMSE) is 4.99 for the 40 year time period 
data. 
 
4.2 Decision tree classifier results 

When the Decision Tree Classifier was used for rainfall 
prediction, the training/validation ratio was 70:30 again, and 
the full dataset (1982 to 2021) was used. Many parameters 
were involved, as noted at the head of the results section. 
Using the Decision Tree Classifier, the model resulted in an 
accuracy of 78.53%. 
 The actual and. predicted values for some entries using the 
Decision Tree classification algorithm are shown in Table 
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4.The accuracy achieved in the Decision Tree Classifier was 
78.53%. 
 

Fig. 4. (a) Actual vs. Fitted Values (b) Expected vs. Predicted Values 
 Fig. 5. Expected vs Predicted Rainfall using decision tree classifier 

 
Table 4. Actual and predicted values from the Decision Tree classifier 

Date Actual Predicted Date Actual Predicted 
31-01-1986 0.02 0 02-01-1999 0 0 
30-08-1986 7.63 6 05-09-1999 10.14 9 
06-02-1995 2.86 3 03-03-2003 0 0 
18-06-1995 2.73 4 21-06-2006 2.26 3 
09-09-1996 7.86 6 09-05-2007 1.24 2 
16-08-1997 29.35 23 26-11-2009 0 0 
19-05-1998 0 0 07-07-2020 0.56 1 

 
 
4.3 Gradient Boosting 
Training and validation for Gradient Boosting classification 
was done using the same 70:30 ratio as for the other models. 
The Gradient Boosting model achieved an accuracy of 92% 

– Table 5. The actual and predicted values for some entries 
with Gradient Boosting classification are shown in Table 6: 
 

 
Table 5. Gradient Boosting accuracy 

 Precision Recall F1-score Support 
0 0.91 0.95 0.93 2933 
1 0.88 0.80 0.84 1395 
Accuracy   0.90 4328 
Macro average 0.89 0.87 0.88 4328 
Weighted average 0.90 0.90 0.90 4328 

 
Table 6. Actual vs Predicted values for Gradient Boosting classification 

Date Actual Predicted Date Actual Predicted 
1st Jan, 1982 0 0 10th Jan, 1982 1 0 
5th Jan, 1982 0 0 12th Jan, 1982 1 1 
22nd Mar, 1999 0 0 28th Apr, 1995 1 1 
19th Mar, 2003 0 0 22nd Jul, 2007 1 1 
21st Nov, 2004 0 0 7th Jun, 2021 1 1 

 
Fig. 6. Correlation matrix of the correlation coefficients for various 
parameters for rainfall prediction 

 
 
5. Concluding remarks 
 
A machine learning method was described in this article to 
forecast the following day's accumulated precipitation. The 
method predicts the total amount of rain that will fall each 
day, in this case in Ahmedabad. The new method's 
performance has been compared to that of other approaches. 
Many people have expressed concern about rainfall forecasts, 
as rainfall impacts on so many human activities. As it is the 
most closely related variable to natural occurrences like 
landslides, floods, etc, prediction is critical. If prediction is 
reliable, it enables mitigation and prevention actions to be 
taken. Organizations managing catastrophe mitigation may 
use forecasts based on meteorological time-series to aid 
decision-making. The method presented in this paper is based 
on machine learning and used to forecast the following day's 
total precipitation. It provides better results than previous 
designs. 
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 The project's goal was to use a combination of machine 
learning and forecasting methods to predict rainfall. Even 
though actual rainfall depends on numerous factors, high 
levels of classification accuracy can be achieved using just a 
few. Even with eight distinct rainfall categorization groups, 
the study has shown that accuracy is still respectable. Random 
Forest, Gradient Boosting, and Decision Tree models have 
been studied, and attempts made to optimize them for dataset 
used. This showed that Gradient Boosting works best of the 
three, with features related to and affecting rainfall 
predictability giving an accuracy of 93%. Random forest and 
Decision tree method having  90%  and 78.5% of accuracy 
was achieved respectively. It was also observed that Mean 

Absolute Error (MAE) is 1.54, Mean Squared Error (MSE) is 
24.94, Root Mean Squared Error (RMSE) is 4.99 for the 40 
year time period data. This prediction will be useful for the 
Meteoritical Department, State Disaster Management 
Department, Water Resources Management Department of 
State including Dam and Reservoir inflow management.    
 
This is an Open Access article distributed under the terms of 
the Creative Commons Attribution License.  
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