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Abstract 
 

Protecting the critical infrastructure is crucial task when the cybercrime and cyber-threats are on the rise. The internet is 
vulnerable to packet tampering, as it does not have any safeguards in place. While initiating an attack, attackers use 
vulnerabilities to alter the source IP address. As a result, cybercrime investigations are becoming increasingly 
challenging. The network is the backbone of cybercrime, and it is important to develop a network forensic investigation 
system to determine the true origin of cybercrime. The purpose of this study is to propose a hybrid source identification 
system for network forensic investigations, which could identify the source of the attack with a single packet with 
minimal computational capacity and high storage. The CAIDA topology database estimates that each route requires just 
320KB of storage. Finally, we simulate and compare our system to other similar systems in terms of storage 
requirements, processing, and logging time. 
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1. Introduction 
 
As the number of cybercrimes are on rise, so does the need 
for forensic investigation arises frequently, and the most 
crucial phase in any investigation is gathering evidence and 
determining where the attack originated [1]. Even though 
spoofing the originating IP address is easy, this information 
cannot be used as evidence against an attacker because it 
may be easily spoofed. The category of techniques known as 
"trace back based network forensics" can be used to pinpoint 
the point of origin of an attack [2]. 

The traceback mechanisms can be utilized to locate the 
real origin of attack as well as the attack path. The method of 
identifying the real origin of the attack is difficult because 
the source IP address field in the IPV4 packet header is 
generally spoofed by the attackers. 

The detection of the origin of packets in a network is 
called traceback. It is used to ascertain the source from 
where packets are originated by identifying the origin of an 
attack [3]. Traceback is an appropriate forensic network 
method used to identify the source of the packets by 
examining the attack method primarily for IP spoofing-based 
attacks[4].  

The two main phases of any traceback techniques are, 
embedding evidences on packet and Reconstruct the attack 
graph/path. 

To find the actual source of the attack packet even in the 
situation of IP spoofing, the exact information about the 
origin of the packet and the path followed by it should be 
embedded in the packets. As shown in figure 1, the evidence 
generation and embedding mechanism needs to be deployed 
on the intermediate routers. The intermediate routers are 
responsible for selecting the packets and embedding 

evidences in it. 
 

 
Fig. 1. Evidence generation and embedding mechanism. 
 

The second stage of any traceback method is to rebuild 
the graph / attack path. As shown in figure 2, the victim is 
responsible for collecting and verifying evidence. With the 
help of this evidence gathered and analyzed, victims can 
reconstruct the attack path followed by packets. The root 
node of this attack graph is the actual source of the attack 
 
 
2. Review of traceback based Source Identification 

Approaches 
In the years since 1999, several researchers have worked to 
discover the origin of the attack, with the goal of tracking 
the package behind its source. The strategy of finding 
network objects that can be applicable as evidence in the 
process of court of law in the opposition of attackers is 
known by multiple different names. The authors in [5] 
provided a real-time approach to cyber attacks. IP trace back 
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is a term used by the authors of [6]. Although [7] on the 
other hand, it uses the term to produce evidence and a 
validation strategy. The most commonly used tracking term 
used in this project. 
 

 
Fig. 2. Find the actual source of the attack packet. 
 
2.1 Link Testing 
 

 
Fig. 3. Link Testing based Traceback Method. 

 
 

Link-based analysis methods link all the growing links 
between victims and perpetrators to control the origin of the 
attack. Most of the time starts at the victim's nearest route 
and ends until the attacker's route is identified as shown in 
figure 3. The authors of [8-10] have proposed follow-up 
schemes based on link speculation. The main disadvantage 
of this method is that the analysis of the transmission attack 
is not possible and can only be done during the attack. Link 
testing methods are not suitable for forensic investigations. 
There are two types of link testing methods. 

 
2.2 Input Debugging 
Once the target realizes it's being attacked, input debugging 
is a viable option. For an attack to be successful, it must be 
able to collect the incoming traffic and analyse it for 
specified features. Upstream routers are informed of this 
signature by the victim. To find an attacker, this attack 
signature is repeatedly passed on to the rising warriors for 
re-examination. However, an important feature of the 
debugging installation method requires high ISP 
involvement and visual management. 
 
2.3 Control Flooding 
The first IP traceback was proposed by Burch [11] in 1999 
for flood control. In the process, the victim repeatedly floods 

the pockets of his legs up and down the river and at the same 
time decides to differentiate between the magnitude of the 
attack. This algorithmic process will determine the flow flow 
of each level rising up the river. However, early 
understanding of network topology is an important aspect of 
flood control. These methods also generate network traffic 
by filling additional packets. 
 
2.4 Marking 
Marking is basically an idea of tagging a package or how to 
detect embedding route information in the package itself. 
The mid router will see the packets or set the route 
information into a pocket and at the side of the victim extract 
the dotted information to recreate the attack method and 
observe and note the real source of an attack. Pots with dots 
can be set in all attack lines or edge routers based on the 
package acquisition method. The tag-based method uses 
three methods depending on the strategy and the type of data 
recorded in the package. However, the key features of the 
marking systems track the number of packages required for 
reconstruction. Package marking required modification of 
existing network protocols and overloading in IP-based 
fields may cause problems. 

The commonly used methods for packet marking in 
research are Probabilistic Packet Marking (PPM) or 
deterministic packet marking (DPM) & Flow-based 
marking[12]. 
 
2.5 Logging 
The purpose of the package cutting method is defined to 
collect the hash value in the middle rows. Rugs keep track of 
the IP subject fields of the packets they pass through as 
shown in figure 4. The network route can be built using the 
information stored on these routers. Gun-based practice can 
track the attack method using a single package [14] proposed 
tracking-based tracking method, SPIE (source source 
method). Their strategy makes use of a space-efficient data 
framework which is named as a bloom filter to notably 
lessen the amount of storage capacity for packing alarms. 
However, the critical aspects of logging-based processes are 
a huge burden on integrated storage for routers. It requires 
high processing power and memory. As routers constantly 
update to track pre-installed information it needs to be done 
on time. Therefore, it is a challenging task to implement 
such techniques. 
 

 
Fig. 4. Logging based Traceback Method. 
 
 
2.6 Messaging 
The first message-based approach is proposed by the authors 
[15]. This method supports additional convenience through 
sending traceback-oriented information to the victim of the 
attack. In this process each mid router creates a tracking 
message, often an ICMP message that informs the tracking 
information. 
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The authors of [15] proposed a message-based IP tracking 
system using ICMP messages. In the given process, each 
router could generate an ICMP packet named as a tracking 
package or can be a iTrace signal, which is considered for 
handling data that will be used as input into the tracking 
process. R2 produces an additional message as shown in 
figure 5 which contains parameters similar to the previous 
hop or the next hop. It may contain information such as a 
timestamp or MAC address, etc. Thousands of these iTrace 
packages make it easy to track effective tracking during an 
attack. However, the chances of producing messages are 
below the tolerable limits to prevent the congestion of the 
network traffic generated by these messages. 

 
2.7 Overlay 
Stone [16] initially suggested a tracking concept based on 
the output network as shown in figure 6. In this sense a 
unique network of independent applications and a normal 
network are built. The overlay div is responsible for 
capturing the entire page. Then the routers monitor the 
traffic going through them and gather the required tracking 
information collected on the overlay network. Traceback 
strategy based on overlay network provides accurate 
tracking results. However, the critical aspects of these 
methods require high start-up costs and increasing shipping 
is a daunting task. 

 

 
Fig. 5. Messaging based Traceback Method 
 
 

 
Fig. 6. Overlay Network based Traceback Method 
 
 
2.8 Hybrid 
The hybrid IP traceback approach integrates many different 
tracking schemes to work seamlessly. A combination of 
schemes can provide better results. The authors [18] of the 
package marker combined with packing cut and also called 
the hybrid traceback system. 
 
 

3. Analysis of Existing Source Identification 
Techniques 

The various source identification schemes can be evaluated 
using the criteria presented in this section. Several 
parameters required for analysing and comparing various 
traceback based source identification approaches have been 
proposed by the authors of [23]. In addition to these, we've 
taken into account a few other factors that forensic 
investigators should keep in mind. 
 
• Evidence Context (EC) - The type of event used in the 

post-tracking source identification process is known as 
"evidence context." These scenarios cover the entire 
package, including the package title, and the network 
nodes. The package head contains the data needed to 
move it from A to point B. On cut-off and mixed-use 
routes, network nodes represent intermediate routers that 
capture the source identification information that can be 
used to reconstruct attack methods. 

• Processing Location (PL) - Whether the network 
forensic investigation is conducted in a centralised or 
decentralised manner is represented by this attribute. The 
centralised processing is used by the vast majority of 
existing traceback approaches. Forensic traceback and 
path reconstruction are two separate processes that can 
only be carried out using distributed processing. 

• Execution Approach (EA) – The forensic investigation 
approach to locating the underlying cause is represented 
by this attribute. Proactive and reactive are two broad 
categories of execution approaches. When an attack is 
detected, proactive measures are immediately put into 
action. Live forensic investigation can benefit from 
proactive approaches. Dead forensics is a post-incident 
investigation method that employs a reactive approach. 

• Packets Required (PR) - In order to investigate each 
traceback-based identity scheme, a different number of 
packets was required. Ideally, one package should be 
required for investigation. 

• ISP involvement. (II) - In most traceback-based 
resource identification systems, additional hardware or 
software had to be installed on intermediate routers 
before connecting and tracking. Because ISPs are 
competitive and often reluctant to work together, the 
right approach may require very little involvement from 
them. 

• Security of Evidences (SE) - A traceback-based source 
identification method should have the appropriate 
method for verifying appropriate signals. In order to 
avoid further ambiguity, evidence security information 
(SE) needs to be maintained. 
 

From the table 1 it is noted that notation-based techniques 
and effective methods are used to identify the source of an 
attack only after it has occurred. In many cases, packet title 
fields are used to store proof information in these strategies. 
It is necessary to store a large amount of data on the victim 
in order to analyze and obtain accurate source information 
when using package marking methods. The flexibility and 
ease of use are the main points of these strategies. The ISP, 
on the other hand, has to be more involved in many ways. 

Combining the appropriate techniques can reduce the 
memory and storage requirements. Reactive in nature, 
hybrid approaches rely on a single packet to locate the point 
of attack. The safety of evidence in transit has been a 
concern for many authors of hybrid approaches. 
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Table 1. Comparison of Existing Source Identification 
Techniques 

 
 
 
4. Proposed Hybrid Source Identification Scheme 

 
The most critical stage in investigating the source of an 
attack is to include evidence of the attack packets, which 
provides information about the attack's origin [38]. The most 
important role is to gather such evidence and deliver it to the 
victim of the attack. 

According to revisions made [39] of the package tagging 
fields and IP traceback information, when using a tracking 
method based on packet tagging, the evidence is embedded 
in the IP subject. When packets are sent, not all IP subject 
fields are used at once. These fields that are not used in the 
IP domain are used by most of the available tracking 
strategies. 

During the transmission of the packet from one network 
to another, if the Maximum transfer unit (MTU) of a 
particular network is less than the size of the packet, the 
packet is fragmented. The identification field holds the ID of 
the fragment and the fragment offset field holds the 
information about the position of the fragment in the packet. 
It is used to arrange the fragments in sequence at the 
destination. Many authors have considered these fields for 
packet marking [40]. According to Savage et al. [12]. less 
than 0.25% of the separate packets on the actual network, so 
the overcrowded identification field and the fragment offset 
field will not have a significant impact on the IP network. 
The Reserved Flag bit of IP header corresponds to an unused 
bit. The overlapping of this bit does not create any problem 
for IP protocol services. Many authors have considered these 
fields for packet marking [39].  

In the proposed scheme the identification, flags and 
fragment offset fields are used for embedding the evidence 
information. 

In the proposed system, the interface numbers of the 
routers are used as evidence and are embedded in the 
identification areas, flags and fragments of the IP header as 
shown in figure 7, to track the attack packet to identify the 
origin of the attack. Our evidence embedding process may 
need to include the evidence field in the hash table and save 
the table index in the pocket because each packet has a 
limited number of proof tag fields. Until the package reaches 
its final destination, we continue to mark the evidence and 

seal the packets. Then we can reverse the process of 
identifying the origin of the attack packets. 

 

 
Fig. 7. Fields used in IP header 

. 
 

4.1 Evidence Embedding Module 
When the packet arrives on the edge of the route from the 
local network, and proof field is set to zero and the packet is 
transferred to the next main route. As shown in Figure 4 
when the package arrives at the main route, it includes Enew 
= P.evidence * (I (Ri) +1) + UIi + 1. Suppose if Enew <255, 
then the primary router strongly proposes P.evidence with 
the new and then further pack on the next main route. If 
Enew > 255, the main router is required to enter P.evidence 
and UIi. The core router needs to integrate H (P.evidence) 
and use a quadratic test method to search the UIi and 
Evidence in the hash table of the router. Suppose if 
P.evidence and UIi are not available then, the main route is 
inserting the P.evidence and UIi pairs into the hash table. 
Then, find their index in the table and computes Enew = 
Index * (I (Ri) +1). Finally, Enew and superimposes 
P.evidence transfers the package to the next router in the 
network. The detailed process of embedding the evidence is 
described in the form of flowchart in figure 8. 
 
4.2 Source Identification Module 
As soon as victim is under attack, the source identification 
request has been sent to upstream router, which contains the 
attack packets evidence marking filed, here we termed it as 
Evidencereq, As Evidencereq is received by router, it attempts 
to search the attack packets upstream router as shown in fig 
6. Initially it counts Uii = Evidencereq% (I (Ri +1) -1. To 
determine whether the requested router is the router at the 
end of the attacker, the router computes index = Evidencereq / 
(I (Ri) +1). hash and color UIi = Hash Table (Index) .UI and 
Eold = Hash Table (Index).evidence. 

Next the requests Evidancereq is replaced with Eold and the 
request is forwarded to the upstream router. but, if index=0 
then the requested router becomes the source router and the 
process starts the path rebuilding up to the source of attack is 
completed.  

Suppose if, UIi≠ -1, means that the arrived packet from 
upstream near the UIi of the top visual interface, the 
requested router then reconstructed the marking field into its 
first marking state. The router calculates Eold = Evidencereq / 
(I (Ri) +1), so that we can find Evidencereq for the ascending 
package route, i.e., Eold here. Then replace the 
Evidencereqwith Eold move the request to a vertical route. The 
detailed process of source identification is described in the 
form of flowchart in figure 9. 
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Fig. 8. Evidence Embedding. 

 

 
Fig. 9. Source Identification. 

5. Performance Analysis 
 

Here, we will explore the basics of our simulation setup and 
show you how to get to our entry table size and limit values. 
In this section, we will focus on the role model. CAIDA's 
[29] project skitter topology is used as an online topology 
model in this study.  

Paths to a particular host in topology are included in the 
database. Only 197,003 of the 197,003 paths in the CAIDA 
skitter data were used in our network topology. Figure 3 
shows the analysis results. There are 130,267 rugs in total, 
with an average hop count of 14.42 and an upstream of 2.63 
rivers per path. Figure 10 shows the path length distribution 

 
Fig. 10. Path length distribution. 
. 

 
5.1 Relation between the Router Degree and the Table 
Size 
The size of the table size decreases rapidly as the number of 
rotor degrees increases, as shown in figure 11. When the 
rotor degrees fall below a certain limit, our method marks 
the number of the visible UIi connector at the head of the 
fixed size package. The index value should decrease as the 
maximum number of UIi increases in a degree-dependent 
manner. It also means that the maximum size of the table 
will be reduced. The proof field is able to accept the highest 
index value if the degree is more than 90 degrees. That is 
why the size of the log table increases significantly as the 
degree of the router exceeds 90. The maximum size of the 
entry table on the 66-degree route is 7. Only 4- to 7-inch log 
tables can be used with the router. The router supports log 
tables with a maximum size of 712 when the degree is 91. 
As a result, the size of the table decreases with increasing 
degrees. 
 

 
Fig. 11. Relation between the table size and the router degree. 
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5.2 Requirements for logging time  
Cutting time and final requirements for our source 
identification method are comparable to those for the 
previous HAHIT resource identification strategy [43]. We 
send around 10 to 40 million packets to the network and 
record intermediate entry times for our route, as well as 
HAHIT Figure 12. HAHIT logging times increase as the 
number of packets increases, while our logging times remain 
unchanged regardless of the number of packets. Having a 
large index causes less space for the proof of the packet 
because the size of the proof field is adjusted. And this can 
lead to frequent logging. The limit value must be met before 
a virtual connector number can be entered into our system. 
As a result, we can reduce the frequency of logging. 

In addition, our cutting frequency does not increase 
according to the number of packets, because our system is 
limited in terms of index value. 

 

 
Fig. 12. Comparison of logging time. 
 
 

The rate of false positives and false positives is high [41 - 
43]. The required storages for each route are shown in 
Figure 13. We only need 16 bytes of logging space 
compared to [43] of 1500 and 320 bytes of logging space, 
respectively. When it comes to data storage, our method is 
95 percent more efficient than that of [43]. Because we don’t 
employ fixed-size log tables, we have more records for 
routers with degrees below the threshold of 10. 
Consequently, we can avoid the pathways that have been 
logged twice. 

As shown in figure 13 a comparison of the maximal 
storage requirements of our method with [41-43] for various 
packet counts. In these systems, the router with the most 

degrees has the most storage capacity because it logs the 
most frequently. Due to their continuous logging frequency, 
our storage requirements do not rise linearly with the 
number of packets they receive. 

 
 

 
Fig. 13. A comparison of storage requirements of our method with [41-
43]. 
 
6. Conclusion 
 
Identifying true source of cybercrime is difficult when an 
attacker's identity can be masked in cyberspace, Many 
studies have been done, but the present IP traceback 
solutions still necessitate a large number of packets or place 
a great burden on router computation and storage. By 
introducing an innovative IP traceback based network 
forensic investigation scheme that identifies an attack's 
origin with only one attack packet and minimum compute 
and storage overhead, the goal of this work is to make 
security incident investigations easier. Compared to the 
existing traceback systems, the proposed method incurs 
substantially less computing overhead and significantly 
lowers the router's involvement in the traceback process. 
CAIDA Skitter data shows that it takes only 320kB of 
storage, which is much less than the current systems. 
 
This is an Open Access article distributed under the terms of 
the Creative Commons Attribution License.  
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