Introduction

Biometric is described as a study to identify a person’s specific characteristics with their fundamental physical characteristics such as iris, face, hand geometry, fingerprint, recognition of voice, and retina or behavioral characteristics such as gait, typing patterns, or gestures. Human gait is known for understanding human movement and monitoring people’s walking activity. Human Identity based on gait has been a hot subject in biometrics in recent years. Current biometric methods such as iris, hand mechanics, and finger identification, needed the subject’s physical interactions and cooperation. They are not capable of distinguishing an individual from a remote distance. They can’t operate in challenging conditions, including low light and poor visibility [1]. For example, criminals typically wear masks and gloves to get rid of typical recognition such as iris, fingerprint, facial. Gait recognition is the only valuable and efficient means of detection in such situations. In addition, understanding the gait is heavily dependent on both the patterns of human gestures and the human body shape [2]. The human gait incorporates special features that eliminate the drawbacks of current approaches. Gait recognition is considered to be a promising biometric solution for the next decade because of the extensive utilization in forensic identification and criminal detection [1].

Two methods can be used for gait recognition: model-based and appearance-based or model-free. The model-based method relies on the structure of the human body to pull out the gait with dynamic gait parameters (stride and speed) [3]. The main drawback of the model-based approach is using high-resolution images, which is computationally costly. The model-free method specifically focused on the gait silhouettes [4] or gait sequences [5] and focus on human body movements. Gait descriptors or patterns can be extracted from the gait silhouette. Compared to the model-based methods, the model-free method is applied directly to a gait sequence. But the benefit of model-based identification is that it deals with the RGB photographs that are suited to public inspection or the outside.

Two methods can be used for gait recognition: model-based and appearance-based or model-free. The model-based method relies on the structure of the human body to pull out the gait with dynamic gait parameters (stride and speed) [3]. The main drawback of the model-based approach is using high-resolution images, which is computationally costly. The model-free method specifically focused on the gait silhouettes [4] or gait sequences [5] and focus on human body movements. Gait descriptors or patterns can be extracted from the gait silhouette. Compared to the model-based methods, the model-free method is applied directly to a gait sequence. But the benefit of model-based identification is that it deals with the RGB photographs that are suited to public inspection or the outside.

The implementation of an appropriate method that is invariable in many configurations, including adjustment of viewing angles, and the usage or lack of the subject under the circumstances, is a difficult challenge in gait recognition. Thus, under these covariates or variations, we regard the issue of gait recognition as the key field. These covariates also exist in actual circumstances and can greatly impact gait recognition efficiency.
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Abstract

Gait recognition is an image/video-based biometric approach used to determine the identity of individuals according to their style of walk, the direction of walk, or the manner of walking. The efficiency of gait recognition is often impaired by covarying conditions like changes in clothing, angle of view, and carriage condition. Most of the methods for gait recognition depict a person using silhouette images in every frame, which is under the Appearance-based approach. However, pictures of silhouettes will lack fine grains and most papers fail to acknowledge how these figures are obtained in complicated scenes. Moreover, silhouette pictures not only include gait features, but also other visual clues. However, this method cannot be treated as the best recognition of the gait. Another method is called the Model-Based approach where we utilize the RGB images to generate skeletons over the images to recognize the gait patterns most efficiently. Here, we propose Gait-Skeleton with the combination of Convolutional Neural Network (CNN) in order to achieve a contemporary model-based technique for gait recognition. The primary benefits are a smoother, smarter extraction of the gait features and the ability to integrate strong spatial modelling with CNN. The famous CASIA-B data set experiments demonstrate that our technique archives the finest in model-based gait recognition performance.
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The principle of minimum potential energy is based on displacement as the basic unknown quantity. The potential energy function is established to solve the settlement, while the ground reaction is calculated from the displacement. However, it is rarely reported to solve the foundation beam based on the principle of minimum complementary energy. The reason is that the premise of using the stress variation method is to set the known stress not only to satisfy the stress boundary condition but also to satisfy the equilibrium equation, which is difficult to achieve for general problems. But it is satisfactory for the half-space elastic foundation beam, and this method can directly solve the ground reaction, avoiding the error of the reaction obtained by the second calculation of the displacement.

Although an ideal foundation calculation model has been established, while with the development of large-scale construction projects, the interaction of ground and foundation beams, slabs, and other foundations require more in-depth theoretical studies. How to solve the internal force and displacement of the foundation beam more accurately and conveniently has become the key problem.

1.1 Problem statement
Most researchers have solved the issue of gait identification using a hard-craft feature extraction process and a deep-learning technique [6]. In the last couple of years, deep learning has attracted recognition because of the drawbacks of the hard-craft extraction process in various data sets [1]. Deep learning has the potential to perform well in larger and complex datasets; it has become popular for action and signals identification, image classification, and natural language processing in computer vision fields [8]. Deep learning gait recognition provides great results with promising future usage, especially the convolutional neural network. Therefore, this paper proposes Gait-Skeleton, a model-based multilayer deep CNN approach combined with gait skeleton pose estimation. The pose estimate substitutes the silhouette extraction from earlier methods. The skeleton-based representation provides actual identification while still using less sensitive personal information.

1.2 Objectives
The major objectives of this paper are as follows:

- To develop a robust model-based approach utilizing CNN’s powerful spatial and temporal modeling.
- To recognize human gait without individual intervention, a robust CNN and Gait Skeleton-based approach, Gait-Skeleton is developed in this work.

1.3 Organization
The remainder of the paper is structured as follows as Section II gives some ideas and a summary of previous related researches. Section III provides an explanation of the proposed methodology. Section IV gives elaboration and analysis of the results with figures and tables. Finally, Section V delivers the conclusion along with the future scope.

2. Discussion
In 2016, Shiraga et al. [15] proposed a convolutional neural network (CNN) model by feeding the most frequent image-based gait energy image (GEI) to recognize human gait called GEINet. They performed the analysis to illustrate the efficacy in both co-operative and unco-operative settings in terms of cross-view gait recognition using the OU-ISIR (wide population) dataset. Wolf et al. [13] presented a convolutional neural network by using 3D convolutions for Gait Recognition with several views capturing Spatio-temporal characteristics. The gray-scale and optical flow input formats are used that improve color invariance. The findings are comparable to better efficiency, particularly for wide sight differences, in contrast to previous approaches. Zhang et al. [19] developed a gait recognition system based on a siamese neural network for the efficient and discriminatory extraction of human gait features. Unlike traditional convolutional neural networks, the siamese neural network can use distance metrics learning to derive the similarity metric from the pairs of the gait of the same person or from a different person.

In 2017, Seyfioglu et al. [14] demonstrated the potential for radar technology to distinguish a huge number of classes of human unaided and aided motion. This research shows the ability to distinguish radar against various types of supported and unassisted travel. Deep microDoppler features are used to achieve an 89 percent accurate classification with a 3-layer auto-encoder layout and 17 percent improvement over the traditional SVM with 127 predetermined features.

In 2018, Gadaleta and Rossi [16] introduced a smartphone motion signals-based user authentication framework called IDNet. The aims of this application are the identification of the target user by use of the gyroscope and accelerometer signals from the smartphone inside the front pocket. IDNet is the first approach that uses a profound deep learning approach for gait recognition.

In 2019, Xu et al. [20] proposed a model based on the capsule network considering similar mid-level features and matching local features. They used the OU-ISIR B dataset (treadmill) and CASIA-B dataset for their experiments. They stated that their method exceeded the previous state-of-the-art outcomes. Min et al. [1] proposed various activation function-based CNN gait recognition models using CASIA-B all view dataset. Their method achieved 98.8% accuracy with 100 epochs iteration time for each model. Bonetto et al. [22] demonstrated a gait analysis system for anomaly detection using the RNN Seq2Seq model and CNN classifier model. They used a smartphone mounted on the chest for capturing live human gate videos and images. Their architecture was able to detect anomalies in 100% of the cases.
3. Methodology

In this section, our approach to learning discriminative information from a sequence of human poses is described. Fig 2 shows the overall pipeline.

3.1 Notations A human skeleton is referred to as $G = (W, F)$ in which $W = \{w_1, \ldots, w_N\}$ is the set of O nodes that are joint, and $F$ is an adjacency matrix set of edges which represent bones, $B \in \mathbb{S} O \times O$; alternatively, with $B_{j,i} = 1$ in connection with the edges of $w_j$ and $w_i$. Since $H$ is unspanned, $B$ is symmetrical.

Thus $A$ structurally and $Y$-functionally describes the input gauge, $Y_s \in \mathbb{S} O \times D$ being at $u$ time the node features. The D-dimension feature $Y$ comprises the 2D coordinate and trust. A weight matrix that can be learned at layer $m$ of a system is referred to as $\Theta(m) \in \mathbb{S} Dm \times Sm^+1$.

where $E_t$ is the elastic modulus of ground, $\mu$ is the Poisson’s ratio of ground. In Eq. (2), $p(x)$ is the unknown function that satisfies the equilibrium condition:

3.2 Convolutional neural network (CNN) was inspired by the human brain cell neurons. CNN has been adapted impeccably in many fields of science, including image matching, facial recognition, human identification. A CNN can consist of convolutional layers, pooling layers, normalization layers such as fully connected layers, hidden layers, as well as input and output layers. The extraction of a certain kind of function is the task of each of these convolutional layers. The network creates a higher degree of capacity as the depth of the network grows as each layer relies on the previous layers.

The layers of the CNN update rule can be applied on inputs from skeletons, as determined in features $Y$ and graph $B$, to features at time $u$ as: $Y(m+1) = \sigma \left( E^m - \frac{1}{2} \cdot B \cdot E^m - \frac{1}{2} \cdot Y(m) \cdot \Theta(m) \right)$ where $B^m = B + J$ is the Skeleton Graph with additional self-loops to retain identity traits; $\sigma(i)$ is the activation function and $E$ is the diagonal degree. The GCNs are diagonal degree matrixes with $A$: The word $D - \frac{E}{2}$ can intuitively be interpreted from messages delivered by direct neighbors as approximate spatial average aggregation.

3.3 Activation function We used the activation function for accelerated training after each convolutional layer and fully connected layer. The sigmoid activation function historically has provided excellent results for the neural network, but it has drawbacks called slow to converge and vanishing gradient problems. ReLU has now become popular in deep learning because it is capable of delivering successful training networks and solving the issue of vanishing gradients.

The Sigmoid function is primarily used because the probability is only between the 0 and 1 range, and hence it is the correct choice for the models where we have to estimate the probability as an output [9].

$$\text{Sig}(i) = \frac{1}{1 + e^{-i}}$$

(1)

The Rectified Linear Unit (ReLU) is one of the most commonly used activation functions in deep learning models. The function receives any negative input, it returns 0, but for any positive value i, it returns that value back [10]. So, it can be written as:

$$\text{ReLU}(i) = \max(0, i)$$

(2)

Exponential Linear Unit (ELU) is an activation function that solves some of the issues with ReLUs and leaves some of the positive elements in place. For this activation function, a recommended $\alpha$ value can be selected between 0.1 and 0.3 [18].

$$\text{ELU}(i) = \begin{cases} i & \text{if } i > 0 \\ \alpha(i - 1) & \text{if } i \leq 0 \end{cases}$$

(3)

Leaky Rectified Linear Unit (LeakyReLU) is an activation function that also has an alpha $\alpha$ value like ReLU, the alpha value is preferred between 0.1 to 0.3. In this function, there is no “dead ReLU” (or “dying ReLU”) problem. When the ReLU has values under 0, this completely blocks learning in the ReLU because of gradients of 0 in the negative part [18].

$$\text{LReLU}(i) = \begin{cases} i & \text{if } i > 0 \\ \alpha i & \text{if } i \leq 0 \end{cases}$$

(4)

Parametric Rectified Linear Unit (PReLU) was introduced to overcome the shortcomings of ReLU (dying ReLU problem) and LeakyReLU (inconsistent predictions for negative input values). LeakyReLU allows a small, nonzero gradient when the unit is inactive. PReLU takes this concept further by transforming the leakage coefficient into a parameter learned along with the other neural network parameters [17].

$$\text{PReLU}(i) = \begin{cases} i & \text{if } i > 0 \\ \alpha i & \text{otherwise} \end{cases}$$

(5)

3.4 Pose Extraction We determine the human position in each frame for extracting features from raw input images. The purpose of the pose estimation is to detect O key points from an image $J \in \mathbb{S}X \times I\times 3$ (i.e. hip, knee, shoulder, etc.) This is solved with the state-of-the-art method [7], by evaluating O heat maps $\{h_1, h_2, \ldots, h_o\}$ of size $X' \times I'$ a heatmap $h_o$, where the $o$-th key point is located. The optimum location of the $Io$ heat maps results in a position of the $vn$ keypoint defining the edges $W$.

HRNet [11] as a 2D human pose estimator is used in our technique. We use the supplied COCO dataset network [12] pre-trained. There are 17 key points in the COCO Dataset. No set of bones or edges E is presented, but we have a widely used setup. Some samples after pose estimation are shown in Fig 2.

Fig. 2. Pose estimated skeleton-based sequences (0° to 180°).
4. Implementation details

The primary architectural structure of the Network follows the design suggested under the CNN with our case adaptations. The network consists of blocks of CNN. The unit consists of a Convolution, accompanied by a traditional 2D Convolution in the temporal domain. The network consists of several CNN layers in a sequence, followed by two convolutional layers of size 32x3x3 and 64x3x3, two activation functions layers, two max pool layers of size (2x2), and two dense layers of size 256 with (sigmoid function) and 124 (with softmax function). Each model is trained with 25 epochs and a batch size of 128. The accuracy graph is shown in Fig 4.

We use several single augmentation strategies to increase the skeletal graph. Firstly, we change the sequence order, which can be understood as the backward person. Secondly, by the graph center of gravity, we mirror the skeletal graph along a vertical axis. This increase causes the person to walk the other way. In order to make our network more resilient to estimate inaccuracies, we add small Gaussian noise to each joint and the same joint.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2D</td>
<td>32x3x3</td>
</tr>
<tr>
<td>MaxPool</td>
<td>2x2</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.5</td>
</tr>
<tr>
<td>Conv2D</td>
<td>64x3x3</td>
</tr>
<tr>
<td>MaxPool</td>
<td>2x2</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.5</td>
</tr>
<tr>
<td>Flatten</td>
<td>-</td>
</tr>
<tr>
<td>Dense</td>
<td>256</td>
</tr>
<tr>
<td>Dense</td>
<td>124</td>
</tr>
</tbody>
</table>

5. Experiments and results

The RGB images/videos do not come with the majority of available gait datasets because they are adaptable to gait processes based on GEIs/silhouettes. We therefore cannot assess the largest public gait dataset OU-MVLP [14], which is a contrast with other techniques in the assessment of the frequently used dataset CASIA-B.

4.1 Dataset The CASIA-B dataset [23] is frequently used in most recent researches. Inside the dataset, there are a total of 15004 videos of 124 subjects of 11 different angle views (0° to 180°) having six normal walking sequences (nm 1, nm 2, nm 3, nm 4, nm 5, nm 6) and two walking sequences with carrying bag and wearing a coat (bg 1, bg 2, cl 1, cl 2). Therefore, the training set includes the first 74 subjects out of 124 subjects, while the other 50 subjects are the test set. The four first sequences of the normal condition (nm 1 to nm 4) are kept on the folder of all three test sets, while the remaining six sequences of the test are grouped together (nm 5 to nm 6, bg 1 to bg 2, and cl 1 to cl 2).

Table 2 displays a comparison of Gait-Skeleton with PoseGait [24], representing the only post-recognition technique using hand-craft posing features. In all cross-view and walking conditions, our approach reveals radical improvements. This demonstrates the supremacy of our architecture as a feature extractor with all methods using a comparable performance extractor.

The most successful models currently have features based on appearance. In Table 3, we compare the appearance, model, and strategic approach. The first three techniques [15,16,20] all use images of the silhouettes as their feature extraction. Notably, we can still archive competition results against such appearance-based procedures with our skeleton-based feature extraction.
Table 3. Result comparison table.

<table>
<thead>
<tr>
<th>Type</th>
<th>Methods</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IDENet [16]</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>Capsule Network [20]</td>
<td>74.44</td>
</tr>
</tbody>
</table>

6. Conclusions

In this article, we introduce a new approach Gait-Skeleton for gait recognition using a skeleton-based sequence. To extract the 2D skeleton pose by using a human skeleton pose estimator, and to extract the gait information taking into consideration the intrinsic graphical structure of the skeleton. Moreover, State-of-the-art findings show modular gait recognition and competitive results against appearance-based techniques in gait recognition in studies performed on the well-known CASIA-B database [23]. Though the accuracy of our method is not greater than appearance-based approaches, it is still better than other model-based approaches.
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