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Abstract 
 

This paper presents a novel extreme learning machine neural network for the Load Frequency Control of the interconnected 
system. There will be variance in the frequency from the reference value when there is a difference between active power 
generation and load demand.  Significant disturbances contributing to frequency fluctuations beyond the acceptable limits 
are changes in load demand and faults etc. Initially PID based LFC which is a traditional controller is used to bring back 
the frequency differences when a disturbance occurs. But these conventional controllers will only operate certain operating 
points, are very slow and, for nonlinear systems, less efficient. Artificial intelligent controllers such as neural network 
controllers trained by ELM and BPNN algorithms are designed to avoid vulnerabilities in the conventional controller. The 
test system can be considered as a three, two and single area systems. All test systems' response is observed with and 
without PI, BPNN, and ELM neural network controllers. The ELM neural network controller is outperforming in damping 
the frequency variance due to the disturbances. 
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1. Introduction 
 
Today's electric power system incorporates several areas 
interconnected by tie line. In the electrical industry, LFC[1-3] 
is a major concern, and the power network must maintain 
system frequency and inter-area tie-line control fairly close to 
the accepted value for stable, high-quality electric power. By 
adjusting the mechanical input of the plant generator the 
frequency can be maintained at the reference value. 
Regardless of the disturbance that happens at any moment, 
such as the load fluctuations and faults, the frequency will be 
diverted from its rated value. The design of the power system 
has been that the network frequency and voltage need to be 
kept within tolerable limits. The main objective of any 
interconnected power system[4-5] does not only ensure good 
control of the frequency but also tieline power Several 
methods have been suggested for LFC. Although traditional 
control techniques have been employed in most research, as 
described in the literature, novel and intelligent control 
techniques have been used in several studies. 
 S. Kayalvizhi, D. M. Vinod Kumar [6] (2017) developed 
an adaptive fuzzy controller to control the load frequency with 
a Model Predictive Control.  The test system is depicted as a 
single area network with an insulated microgrid, and the MPC 
controller's mathematical model is provided. The device 
response has been observed with and without PI, MPC, and 
Fuzzy MPC controllers, And it was observed that the 
proposed controller provides better performance in 
minimizing the ITSE. With the help of power reserve 
limitations, Le Thi Minh Trang and Hassan Nouri [7] (2018) 
model a dynamic load frequency controller. Current power 

networks will use the three separate reserves as reserves for 
repair, reserves for restore and reserves for containment. If 
there is a disruption inactive power generation and demand, a 
power reserve must be built to put back the state of 
equilibrium. In this paper the containment reserve is used to 
counteract the frequency variations due to disturbance. 
 Farag K. Abo-Elyousr and Adel M. Sharaf [8]  (2019) 
have suggested a modern and reliable load frequency 
management system for the disturbances. With Distributed 
Energy Resource (DER) the PI controller is fractional-order 
used to counteract the variability in frequency. The test 
system is called two region control system. The device 
response was observed with phase disruption of 0.01 per p.u. 
Compared with the fractional-order PI system, the new 
approach is doing well. 
 S. Manikandan and Priyanka Kokil [9] (2019) given a 
time-variating load frequency controller dependent on delay 
to dampen the frequency variability due to disturbances. The 
study of the functionalities of Lyapunov and Krasovskii is 
used to find system stability. The test systems are called single 
field and two area frequency controllers. The Kp and Ki 
values are calculated to dampen the frequency differences 
concerning the delay range. 
 A load frequency controller was discussed by Diambomba 
Hyacinthe Tungadio and Yanxia Sun[10] considering the 
integration of renewable sources into the existing power 
network. The LFC controller is used to control the frequency 
of load and power in the tieline, whatever the sources it may 
be. LFC control operation with the PI controller and various 
methods of optimization of PI controller parameters. Clearly 
illustrate the fallbacks in the PI controller and the need for 
artificial smart powered controllers. 
 M.Suman et al. [11] (2019) designed an ELM power-
dependent SVC FACTS controller to enhance the voltage at 
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buses when there is a disturbance. Standard IEEE 30 and 5 
bus systems are deemed the test systems. The parameters of 
the SVC FACTS controller are predicted via artificial neural 
networks. To train the neural network, two different 
algorithms are used, such as the Backpropagation and 
Extreme learning algorithms. The ELM algorithm efficiently 
and rapidly predicts the parameters.  Three, two, and single 
area systems are considered as test systems.  A step 
interruption of 0.01 p.u is managed to create, and the response 
of all three test systems is observed with and without various 
controllers. 
 
 
2. Necessity of Keeping Frequency Constant 
 
The exact reasons why system frequency changes [12] are 
kept to strict limits are as follows 

• The speed of the AC motors is dependent on the 
frequency. The frequency change contributes to variations 
in motor speed 
• The variable speed results in the display of incorrect time 
in electric clocks as they are driven by a synchronous 
motor.  
• The turbines that operate with a frequency above the 
allowable limits can cause damage to the turbine blades. 
• Network operation at the sub-normal voltage and 
frequency results in a revenue loss for the manufacturers 
due to the resulting drop in loads. 
• The network frequency must be maintained constant so 
that the power stations run smoothly in parallel 
• The operation of the power system is better monitored if 
the frequency deviation is implied by strict limits 
• Changing frequency causes changes in consumer plant 
speed impacting manufacturing processes. 

 
 
3. Mathematical modeling of single-area power system 
 
Modeling the single area power network comprises of 
modeling [13-14] the speed governer, turbine, and generator 
load model. The speed governer's governing equations are as 
given in Equations 1 & 2. 
 
𝛥𝑦."(𝑠) =

#."∗#.#∗#$∗%&$.(()*#%∗##.∗%+(.()
#&,

'
()

     (1) 

 
 Rearranging the Equation1,  Equation 2 will be obtained 
 
𝛥. 𝑌"(. 𝑠) = [𝛥𝑃-.(𝑠) −

.
/
∗ 𝛥𝐹(𝑠. )] ∗ 0'*.

.,1'*.
     (2) 

Where,  

 
𝑅 = #"∗#$

#% = Speed governor speed regulation  
 
𝐾(2 =

#"∗##∗#$
#&  = Speed governor gain 

 
𝑇(2 =

.
#&∗#)= Speed governor speed constant 

 
 Using Equation 2 the block diagram of the speed governor 
will be developed as shown in Figure 1. 
 

 
 

Fig. 1. Speed Governor block diagram 
 
 

 The mathematical equations and the block diagram of  
the turbine is as given in Equation 3 and Figure 2 

 
𝛥𝑃3(𝑠) =

.
.,1+∗(

∗ 𝛥𝑌4(𝑠)                              (3) 
 

  
Fig. 2.  Turbine block diagram 
 
 
 The equations governing the generator load model are 
given in Equation 4 & 5. 
 
𝛥𝐹(. 𝑠) = %&*.(()*%&,.(()

5,%-../∗(
                                           (4) 

 
 Equation 4  can be rearranged as Equation 5 
 
𝛥𝐹(. 𝑠) = (𝛥𝑃2.(𝑠) − 𝛥𝑃.6.(𝑠)) ∗

00'.
.,10'.∗(

            (5) 

                

 

 Where   𝑇7( =
8∗9
5∗:/ = Time constant of power system 

  K𝑝𝑠. = 
.
5 = Gain of power system 

 
 The  Generator Load model block diagram is represented 
as given in Figure 3. 
 

Fig. 3. Generator Load Model block diagram 
 
 
 The block diagram of the single area power network can 
be formed by combining the block diagrams of the speed 
governor, turbine, and generator load. The full block diagram 
with a feedback loop is shown in Figure 4. 
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Fig. 4. Single area power network block diagram representation 
 
 
4. Multi-Area Load Frequency Control 
 
A Multi-area system can be formed by interconnecting 
different control areas. Two different areas interconnected by 
the tie line is given by given by Figure 5 
 

Fig. 5.Interconnection of two areas with tieline 
 
 

 In multi-area control the goal of the controller is to control 
the frequency of individual area as well as the tie line power.  
All the parameters correspond to the first area are represented 
with suffix 1 and the second area parameters are represented 
with suffix 2. 

 
 The equations governing the two area network is as given 
in Equations 6,7, 8,9 and 10. 
 
𝛥𝐹..(𝑠) = [𝛥𝑃2..(𝑠) − 𝛥𝑃6..(𝑠) − 𝛥𝑃3;4.(𝑠)] ∗

00'"
.,10'"          (6) 

 
𝛥𝐹8(𝑠) = [𝛥𝑃28.(𝑠) − 𝛥𝑃68.(𝑠) − 𝛥𝑃3;48(𝑠)] ∗

00'%
.,10'%     (7) 

 

Let  𝐾7(. =
.
5. and 𝑇7(. =

89"
5"∗:

 

 

Also𝛥𝑃3;4. =
8<1"%.
(

[𝛥𝐹..(𝑠) − 𝛥𝐹8.(𝑠)]            (8) 
 
𝛥𝑃3;48 = − 8<="%.1"%.

(
[𝛥𝐹..(𝑠) − 𝛥𝐹8.(𝑠)]               (9) 

 
 The steady-state error in the tie-line power can be 
minimized using the PI controller. The area control errors for 
the two areas can be calculated as given in Equation.10 
 
𝐴𝐶𝐸.(𝑠) = 𝛥𝑃3;4.(𝑠) + 𝑏.𝛥𝐹.(𝑠)                                               (10) 
 
𝐴𝐶𝐸8(𝑠) = 𝛥𝑃3;48(𝑠) + 𝑏8𝛥𝐹8(𝑠)                               (11) 

 
 The basic concept of the three Area LFC and its block 
diagram is as given in Figure 6. 
 Rarely has the device of a single generator feeding a large 
and complex area existed in actual life. Many Parallel 
connected generators may be at a single location, or the load 
demand of such a wide area would be met at different 
locations. Wide load areas are split into several small areas, 
and the interconnected power systems satisfy the load demand 
accordingly. Power transfer between two areas is done via tie 
lines.  
 
 
5. Artificial Neural Network controller 
 
The ANNs [15-17] were designed primarily to mimic 
biological neural networks. ANN 's common [15,16] 
architectures are single, multi-layer, and feedback neural 
networks. The backpropagation algorithm is used mainly to 
train the neural networks of multilayer and feedforward. To 
obtain the optimized weights it makes use of the slow gradient 
descent process. The error is the difference between the actual 
output and the expected output. The generalized delta learning 
rule or the law of backpropagation is used to adjust the 
weights in such a way as to eliminate squared error and the 
actual output is about equal to the expected output. The 
weights are set according to. The diagram of the back 
propagation neural network as given in Figure 7. 
 
 

 Fig. 6. Three Area inter Connection 
 
 

Fig.7  Multi-layer Feedforward Neural Network 
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   The Multi-layer network consists of three layers as the input 
layer contains I number of neurons, one hidden layer contains 
J number of neurons, and the output layer contains the number 
of neurons k. The BPNN algorithm is as provided below 
 Step1. Provide inputs (ai) and outputs (bi)  patterns. 
 Step2. Assume that only one hidden layer and initial 
weight setting are arbitrary, and make a = a(m)=al and b = 
b(m)=bl. 
 Step3. Set the input layer unit i activation value  to the 
xi=ai(m) 
 Step4. The jth  Neuron Activation value of  hidden layer is 
calculated as 
 
𝑥>ℎ = ∑ 𝑤>#?

;@. 𝑥; +𝑤A>ℎ      (12) 

            
 

 Step5.  The jth unit output of the hidden layer is calculated 
as,    
𝑠>ℎ = 𝑓>ℎ(𝑥>ℎ)                                                                       (13) 
 
 Step6. The kth unit  activation value of the output layer, 
 
 𝑥#B = ∑ 𝑤#>?

;@. 𝑥>ℎ +𝑤A#     (14)
  Step7. The output of the  kth neuron in the output layer, 

 
 𝑠#B = 𝑓#B(𝑥#B)      (15)               
 Step8. The kth  output unit error term  
 
𝛿#B = (𝑏# − 𝑠#B) ∗ 𝑓

.

#
B
                                                          (16) 

 
 Step9. The weights between hidden and output layers 
can be calculated as,  
 
𝑤#>(𝑚 + 1) = 𝑤#>(𝑚) + 𝜂𝛿#B𝑠>ℎ    (17) 
 
 Step10. The Error term at the  jth hidden unit is 
calculated as  
 
𝛿>ℎ = 𝑓

.

>
ℎ∑ 𝛿#B0

#@. 𝑤#>     (18) 
 
 Step11. The weights between input and hidden layer can 
be updated as, 
 
 𝑤>;ℎ(𝑚 + 1) = 𝑤>;ℎ(𝑚) + 𝜂𝛿>ℎ𝑎;    (19) 

             
 

 Step12. The error for the lth pattern can be calculated as 
 
𝐸C. =

.
8
∑ (𝑏C#.0.
#@. − 𝑠#B.)8 and total error calculates as 

 
 𝐸 = ∑ 𝐸C	E.

C@..      (20) 
 
 Step13. All the patterns are applied one by one and the 
weights are changed till the error is minimized.  
 The Backpropagation algorithm has some disadvantages 
as given below 

• If the learning rate is selected small it converges 
slowly and became unstable if chosen high. 
• It is agonizing with the problem of local minima. 
• Sometimes ANNs are over-trained so that the 
algorithm may provide poor performance in 
generalization. 

• In most applications gradient-based algorithms 
consume more time. 

 
 
6. ELM Algorithm 
 
When implementing an ELM Algorithm [18-20], the 
bottlenecks in the BPNN Algorithm are solved.  ELM 
architecture comprises of input, single hidden and output 
layer. The input weights will be randomly generated and the 
output weights will be determined analytically. 
By mathematics: 
 Let xi be the inputs and yi be the expected outputs where 
i=1: N. N is the number of patterns. The mathematical 
equations of the ELM network with h number of hidden layer 
neurons are as given in Equation.21. 
 
𝑌(𝑥#.) = ∑ 𝐶;ℎ

;@.. 𝐺(𝑥; . 𝑎# + 𝑏;), 𝑘 = 1. ,2. , . . . . 𝑁  (21) 
Where C is the output weight matrix, ak is the input weight 
matrix and the bias weight matrix is b .  
The architecture of the ELM network could be seen as 
illustrated in Figure 8. 
 

 
Fig. 8. The architecture of the ELM network 
 
 
In matrix notation the Eqn   . (17) can be written as: 
 
G* C= Y                                                                            (22) 
 
 G is a matrix of hidden-layer output  and Y is a matrix of 
ELM output . 

 

F

𝑔(𝑎. ∗ 𝑥. + 𝑏.) ∘ ∘ 𝑔(𝑎F ∗ 𝑥. + 𝑏F)
∘ ∘ ∘ ∘
∘ ∘ ∘ ∘

𝑔(𝑎. ∗ 𝑥F + 𝑏.) 𝑔(𝑎F ∗ 𝑥F + 𝑏F

I           (23) 

 

𝛽 = F

𝐶.1
∘
∘
𝐶F1
I         𝑌 = F

𝑦.1
∘
∘
𝑦F1
I    (24)

 
 
 This can be compared in a gradient-based 
backpropagation algorithm similar to cost function 
minimization. 
 
𝐹5& = ∑ K∑ 𝛽>ℎ

>@. 𝐺(𝑥; . 𝑎> + 𝑏;) − 𝑦;LG
;@.    (25) 

                  
 The output weight matrix elements shall be determined 
with randomly assigned input weights and biases 
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𝐶 = 𝐺, ∗ 𝑌                                                                        (26) 
 
 The matrix  G+ is the Moore – Penrose inverse of matrix 
G,  
 
Simply the algorithm of the ELM for this particular problem 
can be written as follows 
Step 1: The variation of frequency concerning step 
disturbance is provided as input to the network. 
Step 2: The Input weights and biases are randomly generated 
and the output weights are calculated analytically. 
Step 3: With input and output weights, the output of the 
network is determined. 
Step 4: With the output provided by the ELM LFC controller 
quickly the deviation in frequency will be damped. 
 The ELM has numerous assets such as high-speed 
learning, good generalization efficiency, usage of non-
differential activation function, the over fitting problem is 
avoided, local minima problem also minimized, and 
imprecision in learning compared to classical learning 
techniques.  
 
 
7. Simulation results 
 
The deviation in frequency of the single area system was 
observed without and with PI, fuzzy, and neural network 
controllers. The single area Load frequency control with the 
BPNN is as given in Figure 9. 

Fig..9 Simulation diagram of BPNN  LFC 
 
 
 The simulation diagram of the ELM LFC is as given in 
Figure.10 
 

 
Fig..10 Simulation diagram of  ELM  LFC 
 
 

 The deviation in frequency of the single area system 
without and with different controllers is as given in Figure.11 
to Figure.14. 
 

Fig.11 Single area LFC without the controller 

Fig.12 Single area LFC with PI  controller 
 
 

Fig..13 Single are LFC with the Backpropagation neural network  
controller 
 
 
 The comparison table of peak values and settling times of 
the single area system is as given in Table.1 
 The performance of different controllers observed with 
two area test systems also. The Figures15 to 18 shows the 
response of different controllers. 
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Fig.14 Single are LFC with the ELM neural network  controller 
 
 
Table.1 Comparision of    performance of controllers on a 
single area 

S.No Controller Peak 
Overshoot Settling time 

1 Without -0.0475 Never settles 
at zero 

2 PI -0.045 27 
3 BPNN -0.0265 15.8 
4 ELMNN -0.025 15.5 

 

Fig.15 Two area LFC without the controller 
 
 

Fig.16 Two area  LFC with PI  controller 
  

Fig.17 Two area LFC with the Backpropagation neural network  
controller 
 
 

Fig.18 Single are LFC with the ELM neural network  controller 
 
 
 The performance comparison of different controllers of 
two are system is given in Table.2 
 The three area test system response also observed with 
the different controllers which are given in Figure.19 to 22. 
 
Table.2. Comparison of    performance of controllers on 
Two area 

Area Controller Peak 
Overshoot Settling time 

1 

Without -0.055 Never settles 
at zero 

PI -0.0007 26 
BPNN -0.0004 16.5 
ELMNN 0.00038 15.4 

2 

Without -0.051 Never settles 
at zero 

PI -0.001 26.5 
BPNN 0.00063 16 
ELMNN 0.00061 15 
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Fig.19 Two area LFC without the controller 
 
 

Fig.20 Two area  LFC with PI  controller 
 
 

Fig.21 Two area LFC with the Backpropagation neural network  
controller 
 
 

Fig.22 Single are LFC with the ELM neural network  controller 
 
 

Table.3. Comparison of    performance of controllers on Two area 
Area Controller Peak Overshoot Settling time 

1 

Without -0.027 Never settled to zero 
PI -0.019 31 
BPNN -0.015 9.8 
ELMNN -0.011 9.5 

2 

Without -0.0275 Never settled to zero 
PI -0.02 30.5 
BPNN -0.0155 9.2 
ELMNN -0.0125 9.1 

3 

Without -0.026 Never settled to zero 
PI -0.024 30.1 
BPNN -0.0165 8.2 
ELMNN -0.013 8 

 
 
 The performance comparison of different controllers of 
two are system is given in Table.3 
 
 
8. Conclusion: 
 
The frequency deviation was observed with a step disturbance 
of 0.01 p.u for a single area, two area and three area 
interconnected power systems, without and with PI, Fuzzy, 
and Neural network controller. The peak value and the 
settling time for different test systems were observed with all 

the controllers. Consider, for example, the single area system 
without the LFC controller the peak value will be -0.045 Hz 
and it will not settle back to null. The PI controller can bring 
the peak value back to -0.045 Hz and the settling time to 27 
sec. The fuzzy controller will control the peak value at -0.027 
Hz and the 17.5 sec settling time. For the extreme learning 
machine algorithm, the peak value and the settling time will 
be -0.025 Hz and 15.5 sec. The controller to controler the 
response is improving in the single area system and the ELM 
based neural network controller provides the best 
performance. Like this, the proposed system is outperforming 
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in the remaining two area and three area systems as compared 
to the remaining controller. 
 
 
 

This is an Open Access article distributed under the terms of the Creative 
Commons Attribution License. 
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