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Abstract 

 
Demand forecasting is essential for almost companies, especially in the garment industry. Accurate forecasting will provide 
data input for efficient production, inventory, and distribution planning, thereby helping businesses reduce operating costs 
and improve supply efficiency. This paper will forecast demand for long-sleeved shirts at Tay Do Garment Company with 
ARIMA (Autoregressive Integrated Moving Average) model. Firstly, monthly data from January 2016 to December 2020 
build models based on the Arima model. The results indicated better efficiency after comparing ARIMA accuracy with 
Holt's regression model. Besides, the ARIMA model is predicted demand for the period from January 2021 to December 
2021. Moreover, the forecast data will be used to survey the "Fuzzy economic production quantity" (Fuzzy EPQ) inventory 
model. Besides, using Arena software is to simulate the production speed of the line.  Finally, the optimal batch size per 
production lot and the number of production times per year to minimize costs are suggested. 
 

 Keywords: Forecasting demand, inventory prediction, long sleeve shirt products, ARIMA, Fuzzy economic production quantity.
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1. Introduction 
 
In the current market economy, the competition between 
businesses is increasingly fierce. Companies need to have 
appropriate strategies, such as potential customers, pricing 
strategies, product quality improvement, and new product 
development, which means that companies want to survive 
and grow. Besides, capturing market demand also plays an 
essential part in helping businesses be more proactive in 
production and rationally balance resources, minimize 
backlog, storage costs, and bring many other practical 
benefits. This issue requires firms to pay attention to forecast 
work because forecasting is the most effective method to 
know market demand. Indeed, forecasting is a necessary and 
indispensable activity for any business. Accurate forecasting 
allows us to implement production management plans such as 
order planning, production strategy selection, material 
demand planning, and inventory management. From there, 
improving operational efficiency and competitiveness, 
reducing costs, and increasing profits are made better. The 
prediction process was initially based on a unique technique 
[1]. Forecasting is considered one of the most critical factors 
in decision making [2]. There have been many studies on the 
application of forecasting models for each business sector. A 
researcher applied forecasting methods for electricity and gas 
use [3]. The forecast model should update the forecast time 
and weather impact on the increase in electrical goods sales 
when the weather is hotter. Peak forecast for long-term 
planning and short-term consumption of electricity and gas 
products; Therefore, a regression model and econometric 

model are proposed to forecast sales for local and primary 
customers. Besides, another researcher has applied the 
forecasting methods in revenue forecasting in hotel 
management. Study has shown that the Winters model is 
suitable for a series of seasonal and trendy data [4]. An 
overview of predictive techniques for industrial applications 
was also made by Vera et al. This study compared the 
predicted value's predictive accuracy through arithmetic mean 
and minimum variance, taking into account correlation errors 
in single forecasts. The available models used for the 
combination are SARIMA and ANN; the chosen accuracy 
measurement methods are MAPE, MSE, and MAE. The 
results show that the minimum variance is very dominant in 
the simple combination method [5]. Andrawis et al. used 
combined forecasting techniques to improve accuracy by 
integrating different periods to utilize multiple information 
sources. The article has demonstrated the advantages of 
combined prediction over available forecasts [6]. 
Specifically, Newbold also has research on the effectiveness 
of combining predictive models to improve predicting 
earnings per share [7]. Analysts' predictions are more accurate 
than predictions of models that use only historical data. 
However, research also shows that earnings per share forecast 
can be improved by incorporating analysts' and other models' 
predictions. Specifically, predictive errors are minimal when 
the analyst's projection is combined with the ARIMA model. 
In Vietnam, the researches and application of these prediction 
methods in our country are still minimal. Specially, B. Q. 
Trung et al. used the ARIMA model in forecasting the 
VN_Index. VN_Index data was collected from a website 
providing data on the Vietnam stock market from January 2, 
2009, to March 30, 2010 [8]. Therefore, this article focuses 
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on this forecasting method and is the first step for Vietnamese 
enterprises. 
 In recent years, Vietnam's advantages of abundant labor 
resources, low operating costs, and a large consumer market 
have created a driving force for the garment industry to thrive 
on being the key field in the economy. Simultaneously, there 
are still many difficulties hindering the industry's 
development, such as low product added value and intense 
competitiveness, the cause of which is identified as weak 
supply capacity. Specifically, inadequacies in demand 
forecasting and other logistics activities are the top issues that 
companies need to address to improve their efficiency. 
According to the Ministry of Industry and Trade, 2020 is an 
incredibly difficult year for the textile and garment industry 
of Vietnam when it has many complicated and difficult 
forecast fluctuations. Under the impact of the COVID-19 
epidemic, textiles and garments are initiatives with 
tremendous direct losses, along with tourism, aviation, and 
footwear. Demand slowed down due to the COVID-19 
epidemic. When consumers worldwide only paid attention to 
essential equipment and disease prevention, Vietnamese 
textile and garment enterprises faced many difficulties due to 
short orders. Hence, the Vietnamese textile and garment 
enterprise has implemented the rapid transformation of 
traditional goods' structure to fast adaptive items such as 
workwear, knitwear, and formal shirts to maintain production 
and business activities. At the same time, Textile enterprises 
must-have to change the mode of production and business, 
suit the unique situation, exploit and expand the domestic 
market, and actively link with customers to form a production 
chain. 
 In the current fierce competition period, businesses need 
to make changes such as technology improvement, product 
quality improvement, and brand promotion. Besides, useful 
forecasts help the company be more proactive in production 
and quickly cope with fluctuations in the market. Indeed, the 
forecast results will be the basis for businesses to implement 
production management plans such as selecting production 
strategies, planning material demand, managing inventory, 
and improving operational efficiency and competitiveness. 
However, forecasts have not been given due attention by 
businesses operating in the apparel sector, mainly based on 
experience. These methods will be directly applied to specific 
data to evaluate and prove its effectiveness. 
 
  
2. Literature Review 
 
2.1 Demand forecasting 
Forecasting is a combination of science and art, used to 
predict events before they occur in the future. Demand 
forecasting has a strong influence on manufacturing and 
service firms' decision-making because it predicts relatively 
accurately uncertain events and reduces risk mitigation. A 
sound forecasting system requires choosing the right 
forecasting techniques for each type of product and tracking 
error ranges for prediction, evaluating, and editing inter-
predictive models procedures to minimize negative impacts 
on governance [9]. 
 There are several studies about forecast demand in the 
apparel industry. It cannot be denied that demand forecasting 
is an important issue to promote effective operational 
management plans. In the apparel industry, uncertain needs, 
lack of historical data, and seasonal trends often coexist [10]. 
Demand forecasting in the apparel industry is incredibly 
complicated when companies have many products with short 

lifecycles, deeply influenced by promotional events, weather 
conditions, and socio-economic factors [11]. Input data for 
forecasting in garment companies can be collected from two 
sources, including demand statistics from the past periods or 
business managers' opinions. The results show that the 
majority of products are forecasted short term by available 
data provides good results. The expert evaluation method 
performed better for a small group of products than past 
demand information [12]. A study forecasted women's 
apparel sales based on two approaches, such as time series 
analysis and soft computation. This study used a 4-year data 
set (1997-2000) to predict the next two months, and the author 
commented that time series analysis is an advantageous 
method in forecasting apparel sales [13]. 
 ARIMA model has been considered a useful method of 
forecasting trends and seasonal fluctuations. One study 
applied the ARIMA model to help farmers determine daily 
harvested volumes of fruits and vegetables. The results show 
that the model can indicate demand with the mean absolute 
percent error (MAPE) of 43.14% [14]. According to a sales 
forecast study for the distributor in the plastic industry, the 
ARIMA model has been compared efficiency with Holt's 
method by using MAPE (Mean Absolute Percentage Error). 
The results indicated that ARIMA provided the most effective 
forecast because of the best MAPE [15]. The suitable models 
are selected according to criteria such as an Akaike criterion, 
Schwarz Bayesian criterion, maximum likelihood, and 
standard error. The results showed that the ARIMA model 
(1,0,1) is the most suitable to forecast the Company's future 
demand. This study also demonstrates how historical data can 
predict the future direction and its effect on supply chains 
[16]. Many studies have implemented the Arima model in 
many fields. Ang expects US inflation using various 
individual methods such as the time series model, ARIMA 
model, trend line model, and survey results. The study 
concludes that the surveys outperform other predictive 
methods and that structural engineering performs relatively 
poorly [17]. However, combining forecasts will give better 
results and have the highest accuracy if the data is based on 
the survey information. In another study on inflation 
forecasting in the US, Poncela argued that a combination of 
individual projections is often a useful tool for improving 
accuracy [18]. The most commonly used technique for 
combination prediction is a simple average. He reviewed and 
analyzed the factors affecting the US inflation forecast 
combination. The results show that only one element is not 
enough to overcome the mean method's limitation, so having 
the second factor is necessary. The first factor is usually the 
weighted average of the variables, and it can be interpreted as 
a consensus forecast. 
 In contrast, the second factor usually provides the 
difference between the variables and from observations. As 
forecasts, it can increase the accuracy and reduce deviation 
from the consensus forecast. Meanwhile, a group combines 
component methods such as ARIMA, SP spectrum model, 
VAR to forecast US inflation [19]. After research, he argues 
that forecasting inflation from multiple models produces a 
more accurate forecast value than any particular model and 
increases the policy decisions' reliability. This result is 
consistent with the US central bank's previous combined 
model approach. Senlen Baser uses ARIMA, AR, nonlinear 
modeling, VAR, and combined techniques for prediction. The 
study found that the model incorporating much better 
financial information, and integrating the forecast leads to a 
reduction in predictive error compared with most models. 
However, some individual models perform well in certain 
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forecast intervals. Because the accuracy can be significantly 
increased, the authors' combined technique continues to be 
used to forecast inflation in some countries. Lack chose the 
Vector self-regression model (VAR) and a dissociation model 
to forecast Swiss inflation. However, to test and improve the 
procedures' quality, the methods' results are compared and 
combined with these two methods [20]. Post-study shows that 
combining prediction enhances the quality of forecasts. 
Moser combines the VAR model, ARIMA model, cause, and 
effect model to create an Australian inflation forecast. The 
results show that the causal model has the highest accuracy, 
and the prediction accuracy can be further improved by 
combining factors and VAR models [21]. Meanwhile, Fang 
demonstrates why a single forecast can be connected to create 
a comprehensive and superior forecast compared to 
individual predictions. The author uses ARIMA, VAR, and a 
simple average combination to forecast quarterly 
consumption costs in the UK [22]. 
 
2.2 Production Inventory Planning 
There have been many studies on inventory management for 
businesses, especially in the garment industry. An 
investigation has been conducted on inventory management 
at a textile chain store in Malaysia. The primary purpose of 
this study is to test the relationship between inventory 
management and corporate performance. This research 
showed that the Company encounters several inventory 
management problems, including unorganized operations, 
unspecified arrangements, quantity, and inventory timing that 
are not checked and recorded precisely. Besides, the study 
demonstrated that it had existed an inverse relationship 
between the net return on assets (ROA) and the inventory time 
(when inventory time increases by 1%, ROA decreases 
0.0761%) [23]. 
 On the other hand, a paper has presented the results of a 
case study conducted in industrial companies in some 
developing countries to examine existing inventory control 
issues. This article stated that manufacturers try to keep a 
large inventory level to avoid shortage due to unstable 
demand. They consider inventory cost an obvious expense, 
but this reduces business efficiency and competing capability 
[24]. An investigating factor affecting inventory management 
of small and medium enterprises has been performed. The 
results showed that SMEs' most common inventory 
management problems are overproduction, over-inventory, 
delay in raw material supply, and discrepancies. Warehouse 
management records [25]. Inventory management, especially 
in a mass-production system, plays a critical role in every 
company. 
 In mass production systems, economic production 
quantity (EPQ) models are developed throughout many 
approaches to minimize inventory costs. A model for raw 
material cost and finished products was used to optimize the 
ordering policy for the procurement of raw materials and 
batch size to minimize total cost to meet customer demand 
promptly. Simultaneously, the relationship depends on the 
production batch size, and the number of raw material 
purchases for the same factors is also considered [26]. 
Furthermore, a case study of inventory in apparel and 
electronics manufacturing was carried out to integrate the 
selling price and quality ratio into a mathematical model to 
optimize the economic production quantity model [27]. A 
study showed production speed on production batch size in 
the EPQ model was introduced. In this article, a mathematical 
model was to determine the optimal inventory under variable 
production rate conditions [28]. The research was also 

presented that determined the optimal batch size with a 
controlled production rate [29]. 
 The fuzzy theory has long been widely applied in various 
fields, especially in inventory planning. A study solved the 
problem of economic production (EPQ) by blurring demand 
and production per day. The results show that the fuzzy 
model's total cost is slightly higher than the traditional one, 
but it is more appropriate while demand and production 
volume fluctuate [30]. Also, a study presented the 
programming geometry approach of the fuzzy EPQ model. In 
this paper, an EPQ model is developed considering the 
flexibility and reliability of the production process and the 
unit production cost depending on demand. Besides, the 
model also adds constraints to restrict storage space. The 
model was built in a fuzzy environment by blurring the 
objective function's coefficients and regulation. The results 
indicated that this model could help managers make highly 
effective and reliable decisions [31]. In another study by a 
realistic inventory model with fuzzy costs was developed.  An 
inventory system that minimizes inventory costs is proposed 
to adopt the expressions for the retailer's total annual 
inventory cost in both a clear and fuzzy sense [32]. 
 
 
3. Research Methodology 
 
This study is carried out in the following five steps shown in 
Figure 1. 

 
Fig. 1. The methodology of implementation research 
 
 
 After a field survey at the company, it was found that 
demand forecasting and inventory planning were done 
without scientific calculation, mostly based on management's 
experience. Consequences of that have been mentioned in 
Section 1. Therefore, this study proposes to use the ARIMA 
forecasting model and Fuzzy EPQ inventory model to 
improve the current situation. Firstly, the research will collect 
the necessary data at the company using field surveys and 
available data to achieve the stated goals. The production 
process's actual investigation at the production line and 
collects data such as a workstation, workstation time (using a 
stopwatch), production line diagram, work-time production, 
production, and inventory costs. Next, monthly sales figures 
from 2016 to 2020 are collected from the company's sales 
department. Currently, the company is trading many types of 
shirts, but the topic will focus on researching the main product 
line with the product code TMBL1. Secondly, the ARIMA 
model's development requires the following five steps by 
Box-Jenkins methodology: static data checking, model 
identification, parameter estimation, diagnostic checking, and 

Overall evaluation

Data collection

ARIMA model

Fuzzy EPQ model

Results and discussions
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forecasting in this study [33]. Thirdly, a simulation model was 
built from the production line survey data using Arena 
software to determine the production rate. Besides, the fuzzy 
number method is applied to assess inventory costs and 
production setup costs. From the analyzed data, the study will 
propose the optimal production batch size. Implementation 
details are presented in section 4. Finally, the study results 
will be aggregated and will also mention limitations and 
further research directions. 
 
 
4. Case Study 
 
4.1 Overall evaluation 
The topic is also towards the interest and widespread 
application of businesses. For the above reason, Tay Do 
Garment Joint Stock Company is continuously improving its 
product supply chain. Annually, the company provides many 
shirts, trousers, uniforms with diverse and quality designs to 
meet export orders and serve domestic needs. However, the 
company realized that there are still many shortcomings in its 
supply chain, reflected in high operating costs, but there is 
often a shortage of goods. The above situation was analyzed 
and determined that the demand forecast was insufficient, 
causing a large error between the prediction and actual 
demand. The input data for planning is inaccurate. Besides, 
the company makes the stock system also suffer from several 
problems such as optimal unspecified batch size and several 
production times per year, increasing the company's cost and 
adversely affecting the function to meet customers' needs. 
Therefore, this study is to conduct enhancement supply long-
sleeved shirts of Tay Do Garment Joint Stock Company. This 
study will build an ARIMA model for the long-sleeved shirt 
produced at the company TMBL1. The forecast period will be 
12 months from 01/2021 to 12/2021. The collection of past 
data includes 60 periods, sales per month of the product line 
from 2016 to 2020. E-view software will be used to analyze 
data and forecast. The forecast data will be used for future 
inventory calculations. 
 
4.2 Data overview 
The paper used the data visualization method to evaluate data 
characteristics. Observing Figure 2, the graph representing 
the data gives us the assumption that: TMBL1 products have 
a fluctuating sales volume between months and an increasing 
trend over the years. Indeed, a review of the statistics depicted 
in Figure 2 shows that the data series has an uneven 
distribution (standard deviation of 152). Besides, when 
looking at the separate graph for each year, we also see that 
the data is not the same over the years to reject the data 
(Figure 3). The actual monthly demand from 2016 to 2020 (60 
observations) are presented in Figure 4. 
 

 
Fig. 2. Descriptive statistics of the data series 
 

Fig. 3. Actual monthly demand from 2016 to 2020 
 

 
Fig. 4. Actual demand from 2016 to 2020 for TMBL1 
 
4.3 Demand forecasting models 
 
4.3.1 ARIMA model 
ARIMA models are generally denoted ARIMA(p,d,q) where 
parameters p, d, and q are non-negative integers, p is the 
autoregressive model's order, d is the degree of differencing, 
and q is the order of the moving-average model. Firstly, we 
need to consider whether the data series is stationary or not 
before building the ARIMA model, and the ADF (Augmented 
Dickey-Fuller) test is conducted to determine. In the ADF 
test, we will consider the absolute value of ADF with the total 
value of t-statistic; if the value of absolute ADF is greater than 
the absolute value of t- statistic, the data series under 
consideration is not stationary. The results presented Table 1 
show that the total value of ADF is greater than the absolute 
value of t-statistic at the statistical significance of 1%, 5%, 
and 10%, so concluding the series data is not stationary. 
Therefore, we need to use different methods to get a new 
series. 
 
 
Table 1. ADF test results of data series 

 
 
 
 After taking the difference and examining the ADF test on 
the new data series, it was found that the original series was 
stationary because the absolute values of the ADF were all 
less than the fundamental values of t-statistic at the 
significance levels of 1%, 5% and 10% (Table 2). Thus, the 
ARIMA model determines the difference degree is 1 (d=1). 
 To determine the p and q of the model, we need to base 
on Table 3, the other partial autocorrelation coefficients are 
not statistically significant at k = 1 and 2 and then fade to zero. 
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Besides, we have a non-zero correlation coefficient of ACF at 
k = 1, and 16 then descend to 0. Therefore, we can choose p 
= 1 and q = 1, 16. 
 
Table 2.  ADF test results of difference data series 

 
 
Table 3. ACF và PACF correlograms  

 
 
 

ARIMA models have been identified and tested include: 
ARIMA (0,1,1), ARIMA (0,1,16), ARIMA (1,1,1), ARIMA 
(1,1,16), and ARIMA (1,1,0). The above models are 
compared for suitability based on the post-regression test 
parameters, including: adjusted R2, Akaike's Information 
Criterion (AIC) to choose the most suitable model. The most 
suitable model has the largest adjusted R2 and the smallest 
AIC . The test results are shown in Table 4. The results show 
that ARIMA(1,1,16) is the most suitable. Then, we use the 
least-squares method to estimate the coefficient. The 
estimated results are shown in Table 5. 
 
Table 4. Test results of proposed ARIMA models 

ARIMA(p,d,q) Adjusted R2  AIC 

(0,1,1) 0.16 11.47 
(0,1,16) 0.44 11.05 
(1,1,1) 0.14 11.51 
(1,1,16) 0.50 10.10 
(1,1,0) 0.13 11.50 

 
 The model is checked for the data series's suitability by 
analyzing whether the residual is white noise or not. Based on 
the autocorrelation function diagram (ACF) in Table 6, we 
can see that the values are in the limit to identify the remainder 
as white noise. Therefore, we can use the ARIMA model 
(1,1,16) to forecast demand, and the results are shown in 
Figure 5. Forecasting monthly demand in 2021 is presented in 
Table 7. 
 

Table 5.  Results of the estimation coefficient of the ARIMA 
model (1,1,16) 

 
 
 

 
Fig. 5. Forecast and actual demand for TMBL1  
 
 
Table 6. Correlogram of residual 

 
 

Table 7. Forecast demand in 2021 of TMBL1 
Month Forecast demand  
January 1663 
Febuary 1666 
March 1688 
April 1667 
May 1555 
June 1561 
July 1478 

August 1526 
September 1546 

October 1567 
November 1582 
December 1610 

Total 19109 
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4.3.2 Comparing the forecasting models 
To consider whether ARIMA is the best model for product 
demand or not, we will compare it with the predictive models 
via error measurement. In this study, Holt's model and a trend 
forecasting regression model are processed by Eview to 
compare the forecast's performance with ARIMA. The error 
measurements include: Mean absolute deviation [23], Mean 
Absolute Percent Error (MAPE), Root Mean Squared Error 
(RMSE). The result of Holt's regression can show in Figure 
6.  When considering measuring error values (Table 8), we 
found that the ARIMA model is the best forecasting demand 
model.  
 

 
Fig. 6. Holt’s regression model of TMBL1. 

 
 
Table 8. The results of measuring the error of the two 
models 

Error 
measurement Holt’s ARIMA (1,1,16) 

MAD 56 42 
MAPE 3.40% 2.61% 
RMSE 73.71 55.61 

 
 
4.4 Inventory planning 
After conducting the demand forecast, the study will propose 
a production policy by developing a "Fuzzy economic 
production quantity" model. The model parameters are 
determined as follows: product demand in 2021 results from 
previously performed forecasts, a production line simulation 
to determine production speed, storage costs, and expenses of 
production setup fee will be considered by the fuzzy method. 
The model results will indicate the optimal batch size for each 
production batch and determine the number of times to be 
produced per year. 

4.4.1 Review of the current situation 
Currently, the company is planning a continuous inventory 
production policy. In this model, researchers will 
continuously control the inventory. When the goods are left a 
certain quantity, the company will produce an amount to 
maintain the maximum inventory level, which has been 
predetermined. The model's advantage is that the inventory 
level is closely monitored, helping the manager update 
inventory continuously. However, the production setup costs 
are high and make it difficult to plan production. Moreover, 
irregular customer demand sometimes makes too much 
inventory or sometimes not enough to meet demand. 
Therefore, the study builds the "Fuzzy Economic Production 
Quantity" model to help reduce costs but still meet the 
demand. 
 
4.4.2 Determination of parameters 
 
4.4.2.1 Production speed 
The actual survey and recording showed that the production 
process consists of 66 stages corresponding to 66 
workstations and divided into 6 clusters. The simulation 
model will be built using Arena software following the actual 
diagram of the production line. Before conducting the 
simulation, we must analyze each workstation's operation 
time; these data are sampled and averaged to ensure 
objectivity. Use the Input Analyzer tool of Arena software to 
process the input data. The Input Analyzer tool helps analyze 
and define the time distribution function for each workstation. 
First, we need to determine the suitable sample size for each 
workstation's time study in the line. We will have to measure 
the random ten times at each workstation and use the formula 
below to determine the most appropriate sample size to 
collect. The results of the calculation of samples to be 
collected are shown in Table 9 [34]. 
 

Standard deviation: s =!∑  (xi - x#)
2i=n

i=1
N - 1

     (1) 
 

Sample size: n = $ ts
kx#
%

2
     (2) 

 
Annotate: 
xi: The time measured in times i 
x#: average time of all time measurements 
N: random sample size (N=10) 
t: Student distribution (look up the t-distribution table) 
k: acceptable mean error (k = 0.05) 
 

 
 
Table 9. The sample sizes of each workstation 

Work station Sample size Work station Sample size Work station Sample size 
WS1 3 WS23 1 WS45 2 
WS2 2 WS24 22 WS46 7 
WS3 4 WS25 4 WS47 2 
WS4 30 WS26 19 WS48 1 
WS5 23 WS27 10 WS49 11 
WS6 5 WS28 25 WS50 5 
WS7 25 WS29 1 WS51 22 
WS8 11 WS30 9 WS52 24 
WS9 17 WS31 1 WS53 21 
WS10 10 WS32 1 WS54 10 
WS11 8 WS33 3 WS55 1 
WS12 12 WS34 2 WS56 11 
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WS13 8 WS35 3 WS57 2 
WS14 1 WS36 11 WS58 1 
WS15 12 WS37 1 WS59 1 
WS16 6 WS38 7 WS60 3 
WS17 14 WS39 1 WS61 1 
WS18 30 WS40 23 WS62 2 
WS19 26 WS41 28 WS63 1 
WS20 2 WS42 10 WS64 1 
WS21 5 WS43 29 WS65 11 
WS22 2 WS44 12 WS66 21 

 
 From the sample size table proposed for the stages, select 
the maximum sample size n = 30 to analyze the work station's 
time distribution function. Table 10 shows the time 
distribution function of each workstation after 30 times have 
been timed. 
After having the input data, then we will develop a simulation 
model with the following assumptions: the production 
process took place continuously, uninterrupted by reasons 
such as lack of semi-finished products, shut down due to 
damage, absence of workers; the travel time and 
compensation activities of the workers have been calculated, 
and the product quality of the production line is 100%. The 
simulation model is based on all the inputs illustrated in 
Figure 7. The model was set to operate for 8.75 hours/day and 
was repeated ten times. The output shown in Figure 8 shows 
the production speed of the line of 434 products/day. 
 
4.4.2.2 Inventory costs 
In the production system, the production cost is determined to 
include the following components: labor cost, material cost, 
and indirect cost. Based on the data, this cost is defined as P 
= 45000 VND / product. Trapezoidal fuzzy numbers will 
consider storage costs (H) and production setup costs (C). The 
estimation method consists of 3 steps: cost analysis into 

components, component cost estimation, and synthesis of 
component costs. 
Storage costs include warehouse operating costs, tax and 
insurance costs, and storage maintenance costs. Production 
setup costs include raw material transportation costs, planning 
costs, and line inspection costs. After analyzing the cost into 
component costs, we estimate these component costs through 
consultation with the company and modeled by the general 
trapezoidal fuzzy number of form A (a, b, c, d), where:  
 
- a = the lower bound expected cost range. 
- b = the upper determined expected cost range. 
- c = the lower bound expected cost range - the smallest cost 
value. 
- d = the upper determined common cost range - the most 
significant cost value. 
After estimating the component costs, we add up the 
component costs. For a trapezoidal component cost, the 
estimated total fee is also trapezoidal. Table 11 and Table 12 
show the calculated results of the cost of storage and 
production setup costs. Then, we will consider charges 
blurred by the set α of defined by the upper and lower bound 
by the following formula: Lα = cα + a – c and Uα = b + d – 
dα (3) 

 
Table 10. The time distribution function of workstations 

Work 
station 

Time distribution function 
(seconds) 

Work 
station 

Time distribution function 
(seconds) 

WS1 21.3 + 0.25 * BETA(1.06, 1.03) WS34 UNIF(27.1, 29.4) 
WS2 TRIA(27.3, 30.8, 32.5) WS35 20 + 2 * BETA(0.91, 1.37) 
WS3 TRIA(23, 28.5, 34) WS36 19.3 + 2.23 * BETA(1.3, 1.54) 
WS4 7 + WEIB(0.958, 1.44) WS37 35 + 2 * BETA(0.812, 1.11) 
WS5 TRIA(5.61, 8.67, 9.69) WS38 14.2 + 2.15 * BETA(1.42, 1.67) 
WS6 18 + 5 * BETA(1.42, 1.87) WS39 36.3 + 2.3 * BETA(1.19, 1.52) 
WS7 3.07 + 4.93 * BETA(2.11, 1.6) WS40 UNIF(8.29, 10.6) 
WS8 10 + 2 * BETA(0.863, 0.898) WS41 TRIA(9.56, 11.5, 11.9) 
WS9 9 + 4.74 * BETA(2.29, 1.77) WS42 13 + 2.22 * BETA(0.727, 1.05) 
WS10 TRIA(11.4, 13.7, 16) WS43 7.7 + 2.3 * BETA(1.24, 1.37) 
WS11 TRIA(17.2, 21.1, 21.8) WS44 UNIF(15.5, 17.8) 
WS12 8 + 4.73 * BETA(1.76, 2.55) WS45 29 + 2.27 * BETA(1.38, 1.29) 
WS13 TRIA(10.1, 13.2, 14.6) WS46 TRIA(11.5, 13.1, 13.8) 
WS14 34.6 + 2.26 * BETA(1.14, 1.33) WS47 33.4 + 2.3 * BETA(1.22, 1.52) 
WS15 8 + 3 * BETA(1.06, 1.03) WS48 40.8 + 2.06 * BETA(1.46, 1.81) 
WS16 TRIA(15.4, 17.7, 20) WS49 12.4 + 1.94 * BETA(1.74, 1.43) 
WS17 10 + 2.24 * BETA(2.11, 1.56) WS50 20.4 + 2.3 * BETA(0.935, 0.982) 
WS18 4.74 + 1.99 * BETA(1.19, 1.02) WS51 UNIF(8.46, 10.6) 
WS19 5 + 2 * BETA(1.03, 1.07) WS52 TRIA(5.45, 7.02, 7.69) 
WS20 TRIA(32.5, 36, 37.5) WS53 8.79 + 2.17 * BETA(1.05, 0.913) 
WS21 20.2 + 2.33 * BETA(1.24, 1.12) WS54 TRIA(16.2, 17.9, 18.6) 
WS22 TRIA(14, 16.8, 19.6) WS55 26.1 + 2.28 * BETA(1.06, 1.66) 
WS23 TRIA(33, 36.1, 37.5) WS56 TRIA(9.08, 10.7, 11.4) 
WS24 UNIF(6.42, 8.82) WS57 34.3 + 2.27 * BETA(1.31, 1.16) 
WS25 TRIA(17.3, 20.6, 22) WS58 50.8 + 2.22 * BETA(1.17, 1.05) 
WS26 5.75 + 1.96 * BETA(1.2, 1.3) WS59 42.5 + 2.17 * BETA(1.44, 1.76) 
WS27 TRIA(13.2, 14.3, 15.4) WS60 TRIA(28.3, 30.5, 31) 
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WS28 7 + 2 * BETA(0.701, 0.974) WS61 42.7 + 2.28 * BETA(1.13, 0.936) 
WS29 TRIA(48, 50.6, 52.6) WS62 TRIA(35.1, 36.9, 37.4) 
WS30 UNIF(20.1, 22.5) WS63 100 + 2.33 * BETA(1.57, 1.33) 
WS31 42.4 + 5.12 * BETA(3.06, 2.04) WS64 UNIF(38.5, 40.7) 
WS32 TRIA(34.2, 36, 36.2) WS65 TRIA(11.1, 11.9, 13.5) 
WS33 TRIA(37.8, 38.8, 39.9) WS66 UNIF(8.09, 10.5) 

 

Fig. 7. Simulation model of the long sleeve shirt production line. 
 

 
Fig. 8. Simulation model outputs 

 
 The storage cost is the trapezoidal fuzzy number as 
follows: H = (6600, 8000, 1700, 1500). The cutting set Hα is 
determined by the upper and lower bound as follows: LHα = 
1700α + 4900 (4) and UHα = 9500 - 1500α (5) 
 

 
Table 11. Estimating the cost of storage 

Storage costs  
(VND/unit.year) 

The smallest cost 
value 

Common cost range The biggest cost 
value 

Lower  Upper  
Warehouse operating 2500 3000 3300 3900 

Tax and insurance 1300 1700 2500 3000 
Storage maintenance 1100 1900 2200 2600 

Total 4900 6600 8000 9500 
 
Table 12. Estimating the cost of production setup 

Production setup (VND/time) The smallest cost 
value 

Common cost range The biggest cost 
value Lower  Upper  

Raw-material transportation 70000 85000 95000 150000 
Planning 30000 45000 60000 80000 
Line inspection 300000 400000 600000 640000 
Total 400000 530000 755000 870000 

 
 The storage cost is the trapezoidal fuzzy number as 
follows: C = (530000, 755000, 130000, 115000). The cutting 
set Cα is determined by the upper and lower bound as follows: 
LCα = 130000α + 400000 (^) and UCα = 870000 - 115000α 

(7). 
 

4.4.2.3 Total demand and number of working days in 2021 

Based on the forecast aggregate results in Table 3, we demand 
that TMBL1 is 19109 products in 2020. On the other hand, 
the company will have 52 Sundays and 20 holidays. 
Therefore, the number of working days in 2021: N = 365 - (52 
+ 20) = 293 (days). 
 We define the daily demand rate as follows from the total 
demand and the number of working days in the year. 
r =  19109

293
= 65 (products per day). 
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4.4.3 Fuzzy Economic Production Quantity 
We have identified all the necessary parameters to build the 
model, and these parameters are summarized in Table 8. The 
production setup and storage costs are estimated, and the 
trapezoidal fuzzy model shown in Tables 13 and Table 14. 
Next, we will determine the optimal production batch size 
through surveying the "Fuzzy Economic Production 
Quantity" model. 
 
 
Table 13. The parameters of the “Fuzzy EPQ” model 

Parameters Value Unit 
Total demand in 2021 19109 Products 
Working days in 2021 293 Days 

Demand per day 65 Products per day 
Production speed 434 Products per day 
Production cost 45000 VND per product 

 

 
 First, we have to check the feasibility of the model: 
Demand in the year
 production speed

= 19109 
 434

 = 44 days. Condition test shows that the 
number of days required to produce demand in the year is less 
than the number of working days in the year (44 < 293), so 
this model is feasible. In the following, we will develop the 
model to participate in two fuzzy numbers of storage costs (H) 
and production setup costs (C). The model cut set α is 
determined as shown below (LQα* and UQα* are upper 
bound and lower bound of optimal production batch size by 
cutting set α). With 11 cuts of α evenly distributed from 0 to 
1, we determine the cut sets of Q * as in Table 14. 
 

LQα* = !LCα

UHα
  x ! 2 x R x p

p - r
  = !	130000α + 400000

 9500 - 1500α
  x ! 2 x 19109 x 434

434 - 65
 (8) 

 

UQα* = ! UCα

LHα
  x ! 2 x R x p

p - r
	=  ! 870000 - 115000α

	 1700α + 4900
  x ! 2 x 19109 x 434

434 - 65
 (9)

 
Table 14. Cutting sets α of production lot size Q * 

α LH UH LC UC LQ* UQ* 
0 4900 9500 400000 870000 1376 2826 
0.1 5070 9350 413000 858500 1409 2760 
0.2 5240 9200 426000 847000 1443 2696 
0.3 5410 9050 439000 835500 1477 2636 
0.4 5580 8900 452000 824000 1511 2577 
0.5 5750 8750 465000 812500 1546 2521 
0.6 5920 8600 478000 801000 1581 2467 
0.7 6090 8450 491000 789500 1617 2415 
0.8 6260 8300 504000 778000 1653 2364 
0.9 6430 8150 517000 766500 1689 2316 
1 6600 8000 530000 755000 1726 2268 

 
 

 
Fig. 9. Ability distribution of production lot size Q 
 
 
 If Q * is considered a possibility variable, Figure 9 is the 
variable Q * ability distribution. Based on this distribution, 
we can make the most reasonable decisions. In this study, the 
maximum member function average fuzzy solution was used 
to determine the optimal production lot size: Q* = (1726+ 
2268) / 2  = 1997 products. From the surveyed Q* value 
above, we calculate the number of production times in a year; 
then, we will determine the actual batch size to meet the 
correct demand and production time each time.  Several 
production times in a year  m= 19109 / 1997 » 10 (times). We 
can deduce the actual batch size that must be produced to meet 
demand Q = 19109 / 10 = 1911 (products) from the number 
of production times. The time required in each production 
time t = 1911 /434 » 4 (days) 
 
 

5. Discussions and conclusions 
 
The limitations mentioned above have increased costs and 
reduced its competitiveness, which poses an urgent problem 
for developing a more effective forecasting and inventory 
model. This research has proposed solutions to improve 
enterprise supply capacity by selecting forecasting models 
and a policy framework for production to ensure optimal 
inventory. First, the chosen research a forecast model with the 
lowest error following the data to predict the long-sleeved 
shirt product named the code TMBL1 with collecting 60 
periods from 2016 to 2020. ARIMA (1,1,16) has been 
selected as the best model to forecast demand in 2021 after 
comparing Holt’s regression model. From data, the EPQ has 
been built by simulation with Arena software and fuzzy 
number to determine the best production batch size and 
suggested the number of times to be produced per year, 
thereby helping businesses to plan their production 
significantly. Several production times in a year are ten times, 
and the actual batch size must produce 1911 quantities, which 
each production time is four days. From that, this study would 
like to give some recommendations as well as future research 
directions as follows 1) Forecasting needs to be continuously 
monitored and edited, so it is necessary to build follow-up 
signals to ensure the best forecast; 2) More analysis is 
required on a company's inventory, including specific 
inventory costs and production line productivity, to give the 
most detailed and accurate model parameters; and 3) 
Therefore, it is recommended to add distribution planning in 
the future, considering the total transportation distance and 
considering customer needs and carrying capacity to make the 
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distribution plan more effective. Also, finding the distribution 
route for the entire distribution system is the next target. 
 There are still limitations to the research, such as 1) only 
the TMBL1 product line is researched, while the company 
still has many other product lines; and 2) the proposed 
inventory model has not considered the fluctuation of demand 
and sales plan of the company. The study would like to give 
future research directions, including research on product 
distribution to minimize shipping costs, build a flexible 
inventory management support system, line balance, and 
other improved activities to enhance its product supply 

capacity continuously. Due to time constraints, the topic has 
not studied the process of supplying raw materials and 
regulating production. Future studies need to continuously 
research production issues such as inventory planning, line 
balance, and other improvement activities to improve its 
product supply capacity continually. 
 
This is an Open Access article distributed under the terms of the Creative 
Commons Attribution License. 
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