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Abstract 
 

The drive system of switched reluctance motor (SRM) is a complex nonlinear system that is composed of many links. 
The delay in the measurement of the speed and position signal of SRM is caused by the factors that affect the measuring 
sensor. To effectively improve the influence of the SRM rotor position and speed signal delay on the system performance, 
a sliding mode position tracking method based on output delay observation was proposed in this study. First, the model 
was discretized according to the structure and characteristics of SRM and the mathematical parameters of the system 
were identified using a multi-innovation stochastic gradient (MISG) algorithm. Second, a delay state observer was 
constructed on the basis of an SRM system model with output delay. Then, the sliding mode tracking control method 
based on the delay state observation compensation was proposed and combined with sliding mode control theory. Lastly, 
the effectiveness of the designed model parameter identification, delay state observation, and output delay control 
methods were compared through numerical simulation. Results show that when uncertain factors, such as noise, are 
present in the system, the MISG identification method can rapidly and accurately identify the parameters of the SRM 
model compared with the stochastic gradient identification method; the identification accuracy of the former is four times 
higher than that of the latter. Similarly, the sliding mode position tracking control method based on output delay observer 
can rapidly and accurately track the position and speed within 0.5 s. However, its position (0.2 rad) and velocity (0.233 
rad/s) tracking exhibit large steady-state errors when no delay observation compensation is present. The proposed method 
not only demonstrates high position tracking accuracy, but also possesses strong robustness to output delay. 
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1. Introduction 
 
Switched reluctance motor (SRM) is a doubly salient 
variable reluctance motor that works in a continuous switch 
mode. The stator pole of an SRM is surrounded by 
concentrated winding, and the rotor is made of silicon steel 
sheet with high permeability. The drive system of this motor 
consists of four parts, namely, SRM, power converter, 
controller, and detector, and its system follows the principle 
of minimum magnetoresistance in operation to ensure that 
the flux is always closed along the path of minimum 
reluctance. Therefore, SRM is one of the most potential, 
efficient and energy-saving variable speed motor drive 
systems. Emerson Electric Co., a multinational motor 
company, regarded SRM as a new technology and economic 
growth point of speed control drive systems in the 21st 
century. SRM has simple and solid structure, wide speed 
range, excellent speed performance, high efficiency in the 
entire speed range, and high system reliability. This motor is 
widely used in electric vehicle drives, household appliances, 
general industry, aviation industry, and servo systems. In 
addition, SRM covers all kinds of high- and low-speed drive 
systems with a power range of 10 W-5 MW and therefore 
presents a strong market field potential [1-2]. The rotors of 
SRMs used in electric vehicles do not contain permanent 

magnets and only consist of low-loss silicon steel and stator 
winding, which reduce the manufacturing cost and help 
maintain good mechanical and thermal stabilities; such 
features are beneficial to power vehicles [3]. 

Although the electromagnetic principle and structure of 
SRM are simple, the magnetic circuit of the motor changes 
periodically and experiences serious local saturation. The 
drive system of SRM involves many disciplines, such as 
motor, power electronics, microelectronics, computer 
control, and mechanical dynamics, and its design, 
performance analysis, and control are more difficult than 
those of traditional motors. On the one hand, the 
nonlinearities of the internal magnetic field, nonlinear 
switching power supply, and phase current waveform in 
SRM are difficult to analyze. Therefore, this study explores 
the analysis and methods for the accurate calculation of the 
electromagnetic torque of SRMs [4-5]. On the other hand, 
accurately establishing the dynamic model of the SRM drive 
system is difficult. The model is nonlinear, multivariable, 
and multiparameter and possesses strong coupling, which 
increases the difficulty of system control [6]. 

The SRM drive system is a complex nonlinear system 
composed of a power converter, controller, and detector. In 
actual motion, the delay in the measurement of the speed and 
position signals of SRM is caused by the factors that affect 
the measuring sensors, which reduce the tracking 
performance of the system [7]. Moreover, because of the ______________ 

*E-mail address:  tcs111@163.com 
ISSN: 1791-2377 © 2020 School of Science, IHU. All rights reserved.  
doi:10.25103/jestr.135.15 

 

 
JOURNAL OF 
Engineering Science and 
Technology Review 
 

 www.jestr.org 
 

Jestr

r 



Lei Yang, Chuansheng Tang, Jie Yang, Yongxin Li and Tao Li/Journal of Engineering Science and Technology Review 13 (5) (2020)114 - 121 

 115 

complexity of the working environment, the parameter 
uncertainty, load disturbance, thrust fluctuation, and friction 
in the SRM system make the design of control system 
difficult [8]. Therefore, the multifactor-constrained control 
of SRM under output delay condition is practical but 
challenging. 

 
 

2. State of the art 
 
To address the problem in the establishment of the motor 
model, various identification methods are adopted to identify 
the motor parameters [9-14]. Odhano et al. [9] 
systematically reviewed the parameter identification 
methods of induction, synchronous, and synchronous 
reluctance motors. However, they failed to provide the 
specific identification methods and processes. Through the 
mathematical model of the permanent magnet synchronous 
motor (PMSM) system, Xu et al. [10] constructed the linear 
regression model of the SRM system and applied the 
forgetting factor random gradient algorithm to identify the 
system parameters. The simulation results showed that this 
algorithm has better advantages than the stochastic gradient 
(SG) algorithm in terms of the convergence speed and 
accuracy of non-sensitive output parameter identification. 
However, the former only used the input and output 
information of the current time in the identification process, 
and the convergence speed and accuracy requires further 
improvement. To improve the calculation accuracy and 
evaluation ability of the motor system’s energy consumption 
model, Qu et al. [11] proposed the energy consumption 
correction method of the clustered motor system on the basis 
of the parameter identification of the Levenberg–Marquardt 
algorithm. This method performed parameter identification 
based on the current input and output. However, its 
convergence speed and identification accuracy were limited. 
Accetta et al. [12] transformed the offline identification of 
the linear induction motor model parameters into an 
optimization problem and adopted genetic algorithm for the 
identification and optimization processes. The identification 
accuracy of this method depended on the size of the initial 
population. Fagiano et al. [13] studied the estimation of the 
induction motor model parameters by measuring the data 
from circuit breakers equipped with industrial sensors. The 
derivative of the three-phase stator voltage and current was 
obtained using the circuit breaker, which was then used to 
establish the identification problem based on optimization. 
On the one hand, the introduction of circuit breakers reduced 
the reliability of the system. On the other hand, the delay in 
data acquisition affected the accuracy of the identification. 
Zhang et al. [14] introduced the variable step size adaptive 
linear neural network into the parameter identification of 
PMSM and designed an intelligent parameter identification 
method to improve the convergence speed and reduce the 
corresponding steady-state error. The identification accuracy 
of this method depended on the structure and data scale of 
the neural network, and the complex structure and large data 
reduced the convergence speed of identification. Scholars 
rarely investigated the delay problem in motors [15–16]. In 
their study on the traction drive system of rail transit, Wang 
et al. [15] analyzed the causes and effects of control delay on 
the basis of the operational characteristics of high-power 
permanent magnet synchronous traction motor and designed 
a delay compensation method based on the high-sampling 
rate observer. The experimental results showed that the 
designed compensation method accelerated the dynamic 

response of the current control and reduced the steady-state 
current ripple. In addition, the accuracy of the observer 
depended on the model parameters of the system. The 
imprecise flux observation model of the induction motor and 
the cross-coupling between two currents in the current loop 
due to control delay resulted in the current distortion and 
instability of the drive system with low switching frequency. 
Pan et al. [16] applied neutral theory, proposed a current 
decoupling control method for induction motors based on 
neutral type, and designed a neutral current controller. The 
neutral current decoupling control method eliminated the 
influence of digital delay on the control performance of the 
transmission system by establishing an accurate 
mathematical model. However, the accurate model 
parameters were still based on the system model parameters, 
which hardly met the performance requirements of high-
precision systems. The complex factors in SRM systems, 
such as strong coupling, nonlinearity, and multiple time-
varying, must be addressed to achieve the high-performance 
dynamic control of the SRM drive system [17-26]. Jeon et 
al. [17] controlled the magnetic field of the electromagnet 
using a fixed gain proportional–integral–derivative (PID) 
controller to obtain a constant current output. However, 
when the internal characteristics of the system changed or 
the external disturbance greatly varied with the fixed control 
parameters, the performance of such parameters remarkably 
declined and caused system instability and collapse. 
Therefore, Angel et al. [18] introduced a fractional order 
operator into the PID control and increased the design 
freedom. The proposed fractional order PID controller was 
robust to parameter changes, and the presented method 
displayed robustness to small-scale disturbances. However, 
the application of the proposed method was limited. 
Adaptive control identified the system model parameters 
online, but this method was still based on the system model, 
and its online parameter estimation not only increased the 
calculation of the system, but also reduced the dynamic 
response ability of the system [19]. Tang et al. [20] 
estimated the stator current of linear motors online using a 
sliding mode observer in the α-β static coordinate system 
and the position and speed of the actuator through a back 
electromotive force model. This method effectively avoided 
the influence of external disturbance on the speed and 
position estimation accuracy of the actuator but exhibited a 
strong dependence on the stator resistance. To improve the 
chattering phenomenon caused by the traditional sliding 
mode control, Nihad et al. [21] designed a load disturbance 
observer, which effectively improved the dynamic 
performance of the motor system. Despite achieving a high 
estimation accuracy in high-speed operations, the application 
of this method is limited due to its large error in low-speed 
ones. Abdelkader et al. [22] combined adaptive and backstep 
controls to reverse design an uncertain DC motor speed 
control system. However, this approach required numerous 
derivations of the system model, which led to a calculation 
explosion problem. To improve its performance, this 
technique should be combined with other methods. Tang et 
al. [23] developed the integrated design of the speed, thrust, 
and flux loops using an adaptive backstepping control, 
which, however, resulted in computational explosion. 
Mohamed et al. [24] applied predictive control to an 
induction motor and proposed a sensorless direct torque 
predictive control method. This method utilized the extended 
Kalman filter as the driver to estimate the state of the motor 
model. Although this approach effectively reduced the flux 
and torque ripple, the prediction of the system state variables 
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requires the previous and model parameter data, and the size 
of the predictive control sample data exerted a large effect 
on the system accuracy. Masoudi et al. [25] used fuzzy 
estimation to realize the automatic gain adjustment of sliding 
mode control. This method, which combined the self-
learning ability of the fuzzy control and the insensitivity of 
the sliding mode control with the time-varying parameters, 
resolved the chattering phenomenon of the system to some 
extent. However, such phenomenon was not eliminated and 
still affected the performance of the system. To reduce the 
chattering caused by the sliding mode control, Tang et al. 
[26] improved the dynamic performance of the system by 
introducing a nonlinear disturbance observer to observe and 
compensate the unmodeled dynamic and external 
disturbances. However, the accuracy of the observer was 
dependent on the model parameters of the system, hence, 
satisfying the requirements of high-accuracy events was 
difficult. 

Regardless of the type of control (e.g., position, speed, or 
current control), the total amount of the control input of an 
actual motor system is not infinite, and thus should be 
designed under a rated state (e.g., rated torque, rated voltage, 
and rated current). The abovementioned control methods 
rarely considered the saturation limit. The existence of 
control input saturation constraints inevitably affects the 
dynamic performance of the system. Therefore, the 
multifactor constraint control method of SRM that involves 
control input saturation constraints should be further 
investigated. 

This study proposed a sliding mode position tracking 
method for SRM on the basis of an output delay observer. 
The SRM model parameters were identified using the multi-
innovation stochastic gradient (MISG) method. The 
proposed approach considered the restriction of the sensor 
detection’s output delay condition, and an output delay 
observer was designed to observe and compensate for the 
rotor position and speed of SRM. The sigmoid function was 
adopted to improve the chattering phenomenon of the sliding 
mode control, improve the robustness and tracking ability of 
the system, and realize the high-performance position 
tracking control of SRM. 

The remainder of this study is organized as follows. 
Section 3 describes the SRM structure, constructs the 
corresponding dynamic and discrete digital models, designs 
the output delay observer and fuzzy position controller, and 
presents the stability analysis. Section 4 compares the SG 
identification technique and sliding mode control method 
without delay observation compensation using numerical 
simulation in MATLAB and subsequently verifies the 
validity and superiority of the proposed method. Lastly, 
section 5 provides the conclusions. 
 
 
3. Methodology 
 
3.1 Structure and mathematical model of SRM 
Fig. 1 shows a three-phase SRM, which consists of six 
stator poles and four rotor poles. The stator has a 
concentrated winding, whereas the rotor has no winding.  

 
Fig. 1. Structural model of the SRM 
 

The influences of core loss and mutual inductance are 
disregarded, and the main circuit voltage and motor speed 
are assumed to be constant and periodically constant, 
respectively. The physical model of SRM can be 
mathematically expressed as: 
 

                       (1) 

 
where Uk, ik, ψk, and Rk represent the voltage, current, flux, 
and resistance of k-phase winding, respectively;  
represents the electromagnetic torque;  denotes the mass 
of the rotor;  represents the position of the rotor;  is 
the angular speed of the rotor;  is the linear friction 
coefficient; and Tr, TL, and Tf are the torque fluctuation, load 
disturbance, and nonlinear friction torque of the system, 
respectively.  The transfer function from the electromagnetic torque of 
the system to the rotor position is defined as: 

 

                              (2) 

 
3.2 Multi-innovation parameter identification of the 
SRM model  
The SRM model can be discretized as: 

 

               (3) 

 
The parameter vectors are defined as: 
 

  
  (4) 

 
And the innovation vectors are expressed as: 
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Considering the influence of measurement noise on the 
system and assuming that the mean value of a random noise 
is zero, the identification model can be defined as: 

 
                            (7) 

 
The MISG algorithm is used to identify the parameters of 

Eq. (7) online, which lay the foundation for the subsequent 
design of the observer and controller. The MISG method is 
an extension of the SG identification algorithm. The SG 
parameter identification process is mathematically expressed 
as: 

 

               (8) 

 
where  is an n-dimensional vector and 
p0 is a large positive number ( ). Eq. (8) suggests 
that this method only uses the current innovation data in 
parameter estimation. The MISG identification method 
introduces the innovation length p, which not only uses the 
current identification innovation, but also utilizes the 
previous one to improve the convergence speed and 
identification accuracy. The specific process can be 
mathematically expressed as: 
 

          (9) 

 
The multi-innovation gradient criterion function is written 

as: 
 

                       (10) 
 

The flow chart of the MISG method is illustrated in Fig. 
2. 

MATLAB is used to transform the identified model 
parameters into the model parameters of Eq. (2) to 
determine the model parameters ( and ) of SRM.  
 
3.3 Design of the output delay observer  
Lemma 1 [27]. The linear delay system is defined as: 

 
                       (11) 

 
where ,  is an n-dimensional 

real matrix, is a real matrix, and  is a time delay 
constant. The condition for the stability of the system is 
expressed as: 

 
                            (12) 

 

 
Fig. 2. MISG identification of the SRM parameters 
 

 
The real parts of the corresponding eigenvalues are 

negative, and the delay system is exponentially stable. In Eq. 
(12), is the unit matrix.  

If  and , Eq. (2) can be written as: 
 

                     (13) 
 

where , , , and 

. 
Assuming that the output signal experiences delay and 

given that  is the output position delay constant, the actual 
output can be expressed as: 
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The objective of the observation is  when 

. 
For the delay system composed of Eq. (13) and Eq. (14), a 

simple linear delay observer can be designed as: 
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According to Lemma 1, the delay system is 

asymptotically exponentially stable if the real part of the 
eigenvalue in Eq. (16) becomes negative after selecting the 
appropriate control gain K, that is, the exponent of  
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3.4 Design of the sliding mode controller and stability 
analysis  
As previously established, this study focuses on position 
tracking control. Hence, the system can be mathematically 
written as: 
 

                         (17) 
 

where  is the system control input and 
 is the total uncertainty of the system. In 

addition, the system satisfies the condition . 
The control objective is that the designed input is  when 

Eq. (17) exists the output delay, so that the system can 
achieve the desired position tracking  and the desired 
angular speed tracking  of the motor rotor, that is, 

 and  when . The sliding surface 
function is designed as follows: 

 
                      (18) 

 
The control rate in Eq. (19) and the observer in Eq. (15) 

are used in Eq. (17). The asymptotically stable system 
structure is presented in Fig. 3.  
 

 
Fig. 3. Sliding mode controller of the SRM based on delay observer 
 

            (19) 

 
where , , ,

, , and . 

Given the Lyapunov function , the derivative of 

the function along the Eq. (13) can be obtained as 

, where  and . Considering that 

 and , 

. 

Given that the observer is exponentially convergent and 
a , then 

, where  

is a class K function of  and .  
Lemma 2 [27]. For , the solution for the 

inequality equation  is 

, where  is any 

constant.  
According to Lemma 2, 

, in 

which  and  is asymptotically stable 

and has a stability accuracy that depends on . 
To address the chattering phenomenon caused by the 

switching function of the conventional sliding mode control, 
the sigmoid function is used instead of the switching 
function. The control input of the system is expressed as: 

 

               (20) 
 

And the sigmoid function is defined as: 
 

.                             (21) 

 
 

4. Results and discussion 
 
The proposed method is analyzed in terms of system 
identification, observation performance, and control effect. 

The nominal parameters of the SRM model include the 
rotor moment of inertia , friction 
coefficient , total system disturbance 

, , , and 
. The system model can be expressed as: 
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The sampling period of the system is Ts = 1 ms, and the 
command signal of the rotor position is . 
Assuming that the delay constant of the system is , 
Eq. (22) is discretized and the influence of the external 
disturbance is disregarded when identifying the parameters. 
The discretized model is written as: 
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4.1 System model parameter identification 
Considering the influence of measurement noise and other 
factors during identification, Eq. (23) can be expressed as: 
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and  has a zero mean. In addition,  is the 
uniformly distributed white noise, and the signal-to-noise 
ratio is . The system parameters are 
subsequently identified using the SG and MISG methods  as 
shown in Fig. 4. 
 

 
(a) Parameter estimation curve of SRM 
 

 
(b) Parameter estimation error curve of SRM 
 

 
(c) Quantitative error curve for the parameter estimation of SRM 
Fig. 4. Parameter identification response curves of SRM 
 

Fig. 4 shows that when noise interference is present, 
although the calculation of the SG identification is small, the 
identification accuracy is low because the algorithm only 
uses the current innovation data in parameter estimation. 
Conversely, the MISG algorithm uses the previous and 
current identification information and therefore improves the 
identification accuracy. The value of  reaches −1.970 
when k = 3000, the estimation error is only 0.0053, and the 
random gradient algorithm error is 0.3068. To compare the 
influences of different dynamic information lengths on the 
system performance, the quantization error of parameter 
estimation  is introduced. Fig. 4(c) 

shows that the system identification accuracy rapidly 
increases with the increase in the dynamic information 
length p; the random gradient method is a special case of 

. After 3000 iterations, the system parameters obtained 
through MISG identification are expressed as 

. This finding suggests that small parameter identification 
has a larger deviation than the expected value. However, the 
error is within a range of six thousandths, which satisfies the 
actual needs.  
 
4.2 Analysis of the performance of the output delay 
observer  
 

The analysis of the performance of the output delay 
observer is illustrated in Fig. 5. 

 
(a) Rotor position and speed curve 
 

 
(b) Rotor position and speed output delay observation response curve of 
SRM 
Fig. 5. Observation response curves of the rotor position and speed 
output delay  
 

Fig. 5 indicates that when a delay output exists in the 
system, the proposed delay observer can fully track the rotor 
position and speed of SRM within , and the 
corresponding estimation accuracy and dynamic response 
ability are high.  
 
4.3 Analysis of the performance of the controller 
The sliding mode control method based on output delay 
observer is compared with the method version without 
observation. The simulation results are presented in Fig. 6. 

Fig. 6 shows that when output delay is present in the 
system, the sliding mode control with delay observer can 
rapidly track the speed and position within 0.5s. Without 
delay observation compensation, the system obtained 
constant position and speed errors of 0.2 rad and 0.233 rad/s, 
respectively. As shown in Fig. 6(c), the sliding mode control 
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with sigmoid function has a smooth control input, which is 
convenient for practical engineering applications. 

 
(a) Rotor position and speed tracking curve 

 
(b) Motor rotor position and speed tracking error curve 
 

 
(c) Control input response curve 
Fig. 6. Response curves of the SRM control system 
 

5. Conclusions 
 
To investigate the influence of output delay factors on the 
control system accuracy, this study constructed the 
mathematical model of SRM, combined system 
identification, observer design, and sliding mode control 
theories and designed a new position tracking method for 
SRM by combining theoretical derivation and numerical 
simulation. The following conclusions could be drawn as 
follows: 

(1) Under the influence of random noise in the system, the 
introduction of multi-innovation length can effectively 
improve the identification accuracy of the system 
parameters. The MISG method ( ) has a higher 
identification accuracy than the SG approach ( ). 
Moreover, the quantization error of parameter estimation is 
reduced by four times (from 0.2 to 0.05), and the 
identification accuracy increased by four times. 

(2) When output delay is present in the system, the 
designed simple feedback state observer rapidly and 
accurately tracks the rotor position and speed of SRM, 
thereby realizing the observation and compensation of the 
output. Consequently, the system achieves an error-free 
signal tracking within 20 s.  

(3) When output delay and external disturbance are 
present, the proposed method rapidly tracks the position and 
speed of the SRM rotor within 1.2 s. However, its position 
and speed tracking incur a steady-state error when no 
observer compensation exists.  

(4) The sigmoid function in the controller leads to a 
smooth control input curve and effectively resolves the 
chattering phenomenon of the sliding mode control.  

This study, which is mainly based on the structural model 
of SRM, combines theoretical analysis and numerical 
simulation. The proposed method effectively improves the 
output delay of the system and satisfies the requirements of 
high-speed and high-precision servo systems. However, this 
approach requires further verification and optimization 
through experiments to address the limited experimental 
conditions. The influence of mutual inductance on the 
identification and control of SRM systems is disregarded; 
thus, future works should consider such influence to increase 
the accuracy of the proposed method.  
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