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Abstract 
 

A modified environmental adaptation method (MEAM) is the modified version of environmental adaptation method.  The 
MEAM algorithm is operates based on adaptation and alteration operator to find the solution from the huge search space. 
The alteration operator in MEAM to evade the incidence of being struck into local minima. To test the performance of on 
real world application MEAM is applied in test case generation problem and proved to better than PSO –TVAC algorithm. 
From the results it has been observed that there is the improvement of 4% percent that the PSO-TVAC. 
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1. Introduction 
 
In Optimization, the exploration of the best solution is 
performed from a large set of solutions to the specific 
problem. The identification of the best solution is done with 
the help of fitness function also termed as objective function. 
The optimal solution to the problem is either maximal or 
minimal value of the fitness function. Thus, optimization 
algorithm can be defined as an algorithm that searches for the 
optimal solution in the target search space termed as problem 
search space. Based on the problem this search space can 
either continuous or discrete in nature. Every value on the 
search space represents one solution. 
 The optimization algorithm can be deterministic or 
randomized based on the complexity of the search problem. 
For the small number of points in the search space, the basic 
algorithms based on dynamic programming can be used, to 
identify the optimal solution by evaluating the fitness function 
for all possible points. However, for the problems with a large 
number of solutions, the solution using dynamic 
programming would be infeasible. These problems come in 
the category of NP-hard and it will be better to evaluate nearly 
optimal solutions or local optimal solution. Local solution can 
be identified by either of the two ways: By finding the 
derivative of the function defining the problem to be 
minimized or maximized. The algorithms that employ the 
derivative calculation are called as a gradient-based 
algorithm. On the other hand, the solution based on heuristics 
and follow no definite process are known as randomized 
algorithms. The randomized algorithm is helpful in finding 
the solution for NP-hard problems but has the drawback that 
the solution is near to the optimal solution and may not be the 
perfect optimal solution. The widely used randomized 

algorithms are evolutionary programming, evolutionary 
strategy, genetic algorithm, particle swarm optimization, and 
genetic programming. 
 Even though there is huge literature available for solving 
optimization problems, nevertheless all these algorithms have 
the same objectives. These objectives may be  
 

• Either to minimize the total number of generations 
required to achieve the optimal solution.  

• The algorithm must be clever to avoid the local 
minima or maxima and identify different optimal 
solutions for multi modal problem. 

 
 This paper deliberates various design objectives that are 
to be focused on optimization algorithms and proposes an 
algorithm for optimization.  
 
1.1 Convergence Rate 
As the main criteria for the better optimization algorithm are 
to reduce the number of fitness function evaluations required 
to reach the optimal solutions. The number of function 
evaluations can be reduced if the algorithm is high 
convergence rate. Convergence rate actually defines how 
quickly the algorithm identifies the optimal solution. In order 
to attain high convergence, it is necessary to know the 
parameter on which the convergence rate is dependent. On the 
exhaustive review of the randomized algorithm, it has been 
identified that the convergence rate depends upon the 
mapping of the problem to natural phenomena that is used.  
 Randomized algorithms are designed with an objective of 
solving the complex problem of optimization. As a result, the 
randomized algorithm will contain a set of steps that are 
executed to explore the solution. However, the user is not 
aware about the properties of the objective function. Hence, 
there is a need of mapping between algorithm and function 
that can guide the search. The mapping of natural phenomena 
with the problem has provided a tool for the exploration of the 
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optimal solution when the user is not aware of the search 
direction. Due to this, many randomized algorithms are 
inspired by nature and there searching power is based upon 
the mapping of problem with the natural phenomena. In past, 
many nature-inspired algorithms have been proposed but still, 
there is scope for new optimization algorithms that can 
explore more quickly. 
 
1.2 Ability to Capture Multiple Optimal Solutions 
As the single objective optimization algorithms have two 
variants that are unimodal or multimodal. In the case of the 
unimodal problem, there is only one possible optimal solution 
but in case of multimodal optimization, there is more than one 
global solution. To identify multiple global solutions it is 
essential to explore the complete search space until all 
possible solutions are not obtained. To do so the randomized 
algorithms have the predefined set of operators that can 
explore and exploit the search space efficiently. There are 
some control parameters associated with the algorithm that 
can keep a check on the exploration. 
 Unlike in Unimodal optimization, in which the probable 
area is explored once the area is identified the exploitation of 
this area is done. However, in multimodal optimization, as 
there is the possibility of finding more than one area with the 
optimal solutions hence the exploration algorithm can stop as 
it is not certain that the area explored has the global optimal 
solution. Therefore, the key difference between the unimodal 
optimization algorithm and the multimodal optimization 
algorithm is that the exploration may stop after few initial 
steps but in the case of a multimodal optimization algorithm 
there must be exhaustive exploration and exploitation. 
 Most of the existing randomized algorithms are designed 
to find a single optimal solution like GA Holland [20], DE 
and PSO. These algorithms were best suited for unimodal 
algorithms than for multimodal optimization algorithms. 
However, these algorithms can be modified for multimodal 
optimization problem [1].  
 The example in the case of a simple genetic algorithm 
except for mutation the remaining operations work for the 
exploitation of the identified sub section of the problem area 
[2][21]. As there is very little emphasis on exploration of the 
search space this leads the genetic algorithm to stuck into 
local minima [1]. In order to modify the simple genetic 
algorithm for multimodal problems, the sharing function 
theory was introduced in the genetic algorithm. In the case of 
a Differential evolutionary algorithm, there is a need to 
modify the crossover and differential operators with the target 
to capture solution for multi-modal problems. Particle swarm 
optimization also requires the turning of the parameters to 
identify the solution for multimodal solutions [3, 4]). The 
parameter tuning in most of the unimodal algorithms can help 
in achieving the solution from the algorithm such that proper 
weightage to both the exploration of new areas and 
exploitation of the existing areas identified by the exploration 
module. 
 
1.3 Appropriate Adjustment of Random Parameters 
Most of the randomized algorithms are based on nature and 
there are some parameters that help in the random exploration 
and exploitation in the search space. The different algorithms 
have different parameters like genetic algorithm have the 
parameters like probability of crossover Pc and Probability of 
Mutation Pm. These can vary the exploitation and exploration 
respectively [5]). Similarly, DE has parameters like F , CR [6, 
7] and PSO have three parameters that are w,c1 and c2 [8, 9]. 
If these parameters are selected efficiently then the 

convergence rate of the algorithm can improve significantly. 
Another advantage of proper tuning of parameter is that this 
will avoid the algorithm to get stuck into local minima. 
However, the tuning of the parameter of these algorithms 
requires the huge expertise and lack of which may lead to the 
poor performance of the algorithm. This problem can be 
eliminated if the auto-tuning of parameters can be done based 
upon the learning. 
 Consequently, to design a novel algorithm to generate 
multiple solutions for the multimodal problem that can tune 
on its own to achieve a high convergence rate without getting 
stuck into local minima. 
 In this paper, an optimization algorithm termed as 
Environmental Adaption Method (EAM) is presented. EAM 
has the target has three targets at the design time: 
 

• To minimize computation time required for 
solving the problem. 

• To get the multimodal solutions from the 
algorithm  

• Algorithm should be capable of escaping from 
local minima.  

 
 In the present paper, a variant of environmental adaptation 
method has been proposed. The newly designed algorithm is 
compared the algorithm on benchmark functions. Moreover, 
the algorithm is applied to generate the test cases for white 
box testing. Before moving further, we will like to discuss in 
the background of differential evolutionary algorithm 
 
 
2.  Background Details 
 
Nature has itself set the examples to solve the many real world 
problems in the proficient and operative manner. This has 
inspired most of the optimization algorithms for example: 
addition of strength to the metal by annealing process leads to 
the simulated annealing algorithm. The Darwin theory of 
natural selection has inspired a large number of algorithms 
that are termed as Evolutionary algorithms. These algorithms 
have been further studied with various intelligence used by 
the nature like Particle swarm optimization (PSO), Ant colony 
optimization (ACO), Artificial Bee colony optimization ABC 
[10, 11]. The search by the cuckoo bird has led to the 
development of Cuckoo algorithm and flashing behavior of 
fireflies has been inspired in the generation of Firefly 
algorithm.  
 Civicioglu et al. [22] have proposed to employ quantum 
computing in Evolutionary algorithms. [12–15] have 
highlighted the various application of the different 
Evolutionary algorithms. The conventional algorithms are 
mixed with evolutionary algorithms like cuckoo search in the 
enhancement of biomedical imaging and the segmentation of 
image based on an evolutionary algorithm has been suggested 
by Chatterjee et al. [23]. The Evolutionary algorithms can be 
blended with neural networks and other techniques as per the 
requirement of the problem. The similar idea was used by 
Chatterjee et al. [23] for the classification of dengue data 
using the cuckoo search and artificial neural networks. 
 The novel algorithms for optimization can be generated 
by employing the idea of adaptive learning. The idea of 
adaptive learning has not been employed in optimization 
problems as per the kinds of literature studied until now. 
  
 Let the population is transferred to the new environmental 
condition. These changes in the environment of the individual 
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will induce the changes in the plastic traits generally referred 
as the conduct of the individual. These changes are due to the 
changes in the genetic structure of the individual. The genetic 
structure stores the inherited data from the previous 
generation. However, there is the possibility of altering the 
gene structure at the time of reproduction between the 
individuals. The properties like the conduct of the person, 
their-working style may vary according to the environment. 
The changes in the genes dues the environment may be 
positive or negative for the survival of the individual. The 
positive changes in the genes support in the survival of the 
individual while the negative changes in the individual may 
lead to the challenges for the survival of the individuals. Now 
according to Darwin’s theory of natural selection the positive 
changes related to the high fitness values and become part of 
the next generation.  
 M. Wund [24] has explained the process as “under novel 
environmental conditions, some changes in behavior, 
physiology, life history, and/or morphology might be 
beneficial, allowing at least some individuals to persist until 
natural selection further enhances a population’s mean 
fitness”.  As the concept stated is self-capable of generating 
the optimal solutions, therefore, the concept can use for 
designing the optimization algorithms. 
 The above-discussed concept has been used in designing 
the environmental adaptation method (EAM). Fig. 1 Graphical 
Representation of EAM is the pictorial representation of the 
EAM. In order to design the EAM the following assumption 
has been taken into account. The average fitness function of 
the generation under consideration has been termed as 
environmental fitness. The environmental fitness keeps the 
check, that the particular individual is suitable for the 
particular environment or not. The individuals that are above 
environmental fitness with respect to their fitness are favored 
by the current environment while remaining individuals with 
low fitness value are struggling for their existence in the 
current environment. With the minute change in the 
environment will act as the triggers the entire population to 
update the genetic structure. If the individual already exists in 
the environment these changes improve the fitness of the 
individual while the other will improve to attain the minimum 
fitness criteria.  
 

 
Fig. 1 Graphical Representation of EAM 
 
 
 With the objective of designing the Optimization 
algorithm, the three processes have been identified as the part 
of adaptive learning. These three processes are adaptation 
process, alteration process and selection process. The 
adaptation process is very deeply rooted in the alteration 
process. As from the above discussion, it is clear that change 
in the environmental setup will trigger the changes in the 
phenotypic structure of the initial population but as there is 
also the disturbance in the environment, which can be termed 
as noise. This noise in the environment can also affect 
involved in the changes of the individual of the populations. 
These changes due to the noise are termed as the alteration 

operator. In the case of the algorithmic implementation of the 
population generated after the application of the alteration and 
adaptation operator is termed as an intermediate population. 
The individual of the intermediate population is operated with 
the selection operator, which selects the individuals with good 
solutions and the solutions that are not participating in the 
selection process are removed from the generation. These 
removed individuals may be considered as the dead. This, in 
turn, will increase the average fitness of the population and 
increases the probability of getting good solutions in a short 
span of time. 
 Let us consider the real life example of dengue mosquito 
to understand the concept of adaptive learning. Dengue 
mosquito belongs to the special class of mosquito named as 
“Adeas”. This mosquito has developed by the modification in 
the phenotypic structure but an increase in the growth of the 
mosquito has posed danger to human survival. In past, these 
mosquitos have a low mortality rate due to the marginal 
influence of humans in the killings of the mosquitos. 
However, due to the modification of the environment with the 
use of pesticides in various forms like coils, vaporizers to 
reduce the population of mosquitos. As nature has inbuild 
mechanism of adaptive learning the mosquitos have adapted 
to the new environment by changing their genetic structures. 
The speeds of these changes are recorded with in the two 
months in the change of environment. 
 
 
3. Proposed Approach 
 
EAM method is similar to GA and PSO and is based on the 
random population that is generated at the initial level. This 
randomly generated population is operated with the three sets 
of operators that are as follows. Initially, the adaptation 
operator is applied to the population. This operator is 
responsible for modifying the genetic structure of the 
individual based upon the current fitness value of the 
individual and the environmental fitness value of the 
population.  Now to introduce the influence created by the 
environmental noise the alteration operator is used. This 
generated the intermediate population. Now at the last, the 
selection of the best solutions from the current and the 
intermediate generation is done with the assistance of the 
selection operator. These operators are executed iteratively 
unless the threshold is reached.  Fig. 1 describes the complete 
working of Environmental Adaptation Method (EAM). Both 
EAM and EA (Evolutionary Algorithm) have both have 
similar procedures for generating the initial population. 
However, the main dissimilarity among the EA and EAM is 
that EA considers the two best solutions for generating the 
new solutions, on contrast EAM considers the average fitness 
value of the complete population to modify the genes of the 
newly generated solution. Another major difference between 
the EA and EAM is the way of applying mutation and its 
counterpart alteration operator. The mutation operator is 
simple and is flipping a single bit based on the probability but 
alteration operator is a complex operation and may influence 
the complete genes of the population. 
 EAM is likewise not quite the same as complex 
algorithms like Cuckoo search algorithm. In the case of EAM, 
the numbers of operations that are applied to every individual 
in the particular generation are finite and constant; the same 
can be verified from. 
 On other hand, the cuckoo search skips some of the 
generations based upon the rate of unearthing of alien eggs 
(Civicioglu et al. [34]).  
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Fig. 1 Working of MEAM 
 
Proposed Algorithm. 
The algorithm for EAM is stated below 
 
Input: MAX_Gen (maximum number of generations) 
 Pop_Size (Population size) 
Output: Q* (The final population representing the solution) 
Other variables: n (Counter that is used to count the number 

of generations) 
 O’ (transitional offspring) 
 O (offspring generate after the application of 

operator of EAM) 
 P (Set containing the population) 
 in (ithsolution of nth generation) 
Step 1. Assign nß0. 
Step 2. Create random population POP0containingPop_Size 

individuals. 
Step 3. Now on every individual in population apply 

adaption operator using the equation stated below to 
generate transitional population𝑂′#	, in the equation 
described below 𝑃&#decimal transformation of 
binary representation of the individual. 

 

'𝑂′&# = 	𝛼 ∗

(𝐷𝑒𝑐𝑜𝑑𝑒𝑑	𝑣𝑎𝑙𝑢𝑒	𝑖𝑛	𝑑𝑒𝑐𝑖𝑚𝑎𝑙	𝑜𝑓	𝑏𝑖𝑛𝑎𝑟𝑦	𝑐𝑜𝑑𝑖𝑛𝑔	𝑜𝑓	𝑃&#)
>?(@A?)
>BCD +

𝛽G%(2J)																																																																																									(1)

        
Step 4.  Based on the probability decided to apply an 
alteration operator and generate Pn. 

𝑃# 	= {POP# ∪	O#} 
Step 5. Increase the generation count. 
Step 6. if n<MAX_GEN then go to Step 9 else goto Step 8 
Step 7. Q* çbest solutions(Pn) 
Step 8. Return Q* 
Step 9. POPn = Pop_Size solutions with best objective value 
in Pn-1; goto Step 4 
 
3.1 Details of the algorithm 
Fig. 2 describes the flowchart of MEAM. 
 
3.1.1 Forms of Encoding 
As the proposed algorithm is capable of supporting multiple 
encoding techniques but the initial version of EAM was 
introduced with the binary encoding technique. The main 
advantage of using the binary encoding that is the degree of 
flexibility provided by this encoding technique on other hands 
if real coded parameters are used for the encoding then more 
updates are required in the algorithm based on the specific 
problem. The binary encoding problem divides the complete 
search space of the problem into fixed interval quantum. This 
helps in representing 2n solution if there are n discrete 
partitions that are created. Once the encoding process is over 

and the solution has been identified using the algorithm the 
solution has to be decoded again. This decoding can be done 
by the easily using simple mathematical formula. However, 
in some cases, it is not feasible to convert the problem into the 
binary version. In such cases, it becomes essential to uses a 
real encoding. The better part of the EAM is that it works 
equally well with binary as well as real encoding techniques. 
 

 
Fig. 2 Flowchart of the proposed algorithm 
 
 
3.1.2 Population Initialization 
The first step in the execution of the EAM is the generation 
of the random population with the specified number of 
individuals and is termed as the population size. The 
population size is identical to the population size of GA, PSO, 
DE. The procedure for selecting the optimal population size 
is the same as in other heuristic approaches mentioned above. 
 
3.1.3 Creating Next Generation 
The process of generating the new generation from the current 
generation is performed with the help of three operators that 
are an adaptation, alteration, and selection operators. The 
detailed function of the three operators is expounded one by 
one in this section. 
 
3.1.4 Adaption Operator 
It is the key operator of EAM algorithm. It ensures both the 
exploration of the problem search space as well as the 
exploitation of the search regions identified. The new 
offspring for the intermediate generation is generated by each 
individual and is described by the equation (2). 
 

    (2) 

 
 In the above equation F(Pi) is a function that is used for 
the computation of the fitness value of the particular 
individual that is passed to the function. There are two control 
variables ‘α’ and ‘β’ that are specific to the problem under 
consideration. L is the number of bits that are used to 
represent the maximum value of the individual. The modulus 
operator helps in checking the value form exceeding the range 
defined in the problem. The exponential ratio of current 
fitness value to average fitness helps in creating the damping 
effect. However, when this value changes to one once the 
global maxima is reached. The damping effect is created by 
the exponential function and power will reduce to one when 
global is obtained.  In the case of local minima, the ‘β’ will 

Pi+1=α x((Decoded value in decimal 

of binary coding of Pi )
(F(Pi))/Favg  ) +β ) %2L
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help in escaping from the local minima as each iteration will 
add ‘β’ to the preceding value.  
 In order to automate the process of learning the value of 
‘α’ and ‘β’ parameters are to selected in such a way that 
algorithm always approaches the optimal solution.  
 The following values and

 are used for directing the search in the 

direction of optimal solutions. In the relation of for alpha and 
beta, ‘Fmax’represents the maximum fitness value in the 
particular generation. The reason behind defining alpha and 
beta in a particular manner can help in search of optimal 
solutions is as follows. During the starting generations, it is 
necessary to explore the complete search space which 
requires the value of ‘α’ to be high and should reduce slowly 
in late generations this is validated as the difference between 
‘Fmax’and ‘Favg’ is high in starting but in later generations both 
will tend toward to zero leading the value of ‘α’ to 1. When α 
is equal to one this means there will be randomness in the 
solutions. if ‘α’ = 1 and ‘β’ = zero, this means that solution 
points to the global optimal solution. It has been studied that 
the complexity of the algorithm is O(n). 
 
3.1.5 Alteration Operator 
The alteration operator is behaving with two different roles in 
EAM. In starting iteration of EAM, the alteration operator 
helps in exploiting the particular region of the problem search 
space for a good solution. However, in the later generations, 
it helps in the exploration. The algorithmic representations of 
the alteration operator are shown below: 
Repeat for every individual in the population 
 
 Repeat for every bit Im of an individual; 
  If Palt< (rand()%100 – Pop_Gen*100/MaX_GEN)  
then 
   Flip the bit 
 
 From the algorithm, it is clear that every individual of the 
current generation has to undergo the process of alteration and 
every bit of the is flipped with the probability value defined 
by the user. This is to ensure that diverse solutions are 
obtained and removes the chances that the algorithms stuck 
into the local minima. The complexity of the alteration 
operator is O(mn) where m is the number of bits and n is the 
population size. There are some modifications that changes 

the rate of alteration operator to the final stage of the 
executions as the role of exploration has changed to the 
exploitation of the area. 
 
3.1.6 Selection 
The intermediate population and the current population are 
merged together to generate the set of 2N solutions, where N 
is the population size. These 2N solutions are initially sorted 
based upon there fitness values and the N solution with the 
best fitness values are copied to the next generation and the 
remaining solution is discarded. 
 
3.1.7 Generation Phase and Progression 
After the generation of the new population generation, the 
fitness function is checked with the threshold fitness or the 
generation count is checked with the expected counts set by 
the user. If the conditions are satisfied then the algorithm is 
terminated otherwise another set of iteration is executed on 
the obtained generation.  
 
The Proposed MEAM algorithm is compared with the two 
best available versions of DE and PSO. The best-known 
version of DE that is SADE and for PSO-TVAC is the variant 
of PSO used for the comparison of the results. The three 
algorithms are tested on the seven benchmark function out of 
which some are unimodal and remaining are multimodal 
functions. Table 1 describes the mathematical formulae for 
the seven-benchmark function along with their range and type 
of function.  

3.2 Unimodal Function 

For the study of unimodal functions, the three functions are 
considered in the study. The names of these functions are axis 
parallel hyper-ellipsoid function, sphere function, and quartic 
function. These functions are used to evaluate the 
performance of the randomized algorithm that is SADE, PSO-
TVAC, EAM and the proposed MEAM. 
 
3.2.1 Performance of Unimodal Benchmark Functions 
The performance of MEAM is tested on 3 unimodal functions 
as stated in table 1. 
 
Table 2 represents the optimal value of the problem by the 
optimal value it can be understood that the value represent the 
global maxima. 

Table 1 Benchmark function with their type and Range 
Function Mathematical Representation Range Function Type 
Rastrigrin f(x)=∑ [𝑥&T − 10cos	(2𝜋𝑥&#

&[\ )+10] [-10.0,10.0] Multimodal 
Griewank f(x) =∑ ]A

^

_```
#
&[\ -𝜋&#cos(]

A

√&
)+1 [-600.0,600.0] Multimodal 

Axis Parallel  
Hyper-Ellipsoid 

f(x) =∑ 𝑖𝑥&T#b\
&[\  [-5.12,5.12] Unimodal 

Sphere f(x)=∑ 𝑥&T#
&[\  [-100.0,100.0] Unimodal 

Schwefel f(x)=∑ −𝑥&#
&[\ sin(c𝑥&) [-500,500] Multimodal 

Quartic f(x)=∑ 𝑖𝑥&_#
&[\ +Rand[0,1] [-1.28,1.28] Unimodal 

Zakharov f(x)=∑ 𝑥&T#
&[\ +(∑ 0.5𝑖𝑥&)#

&[\
T+(∑ 0.5𝑖𝑥&)#

&[\
_ [-1.28,1.28] Unimodal 

 
 In the above table, x* represents the best solution and the 
value obtained by the function is represented by f(x*). To 
analyze the performance all the three algorithms were 
executed on these benchmark functions defined in Table 1. 
The benchmark function was executed on three different 
dimensions that are 10, 20, 30. The two different population 
size was used to analyze the performance that is 50 and 100 

respectively. The number of generations was taken as 1000 
for all the three algorithms under the study. The statistics of 
minimum, maximum, average and standard deviation were 
recorded.  
 Based on the type of benchmark functions, the complete 
study can be categorized into two parts that are unimodal and 
multimodal functions. If the function has single optima then 

avg

avg

F
FFl )(

2 max -=a

max
max

)(
F
PF

F i-=b
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it is called an unimodal function while it will be termed as 
Multimodal functions if having many global or local 
optimum. Table 1 describes the ranges and mathematical 
formulation of the benchmark functions used and Table 2 
provides the details about the global Minimum value. 
 
3.2 Unimodal Function 
For the study of unimodal functions, the three functions are 
considered in the study. The names of these functions are axis 
parallel hyper-ellipsoid function, sphere function, and quartic 
function. These functions are used to evaluate the 
performance of the randomized algorithm that is SADE, PSO-
TVAC, EAM and the proposed MEAM. 
 
3.2.1 Performance of Unimodal Benchmark Functions 
The performance of MEAM is tested on 3 unimodal functions 
as stated in table 1. 
 
Table 2 Describes the global minimum value and function 
value of benchmark functions 

Function Global Minimum 
 x* f(x*) 
Rastrigrin 0 0 
Griewank 0 0 
Axis Parallel 
Hyper-Ellipsoid 

0 0 

Sphere 0 0 
Schwefel 420.9687 -418.9829 
Quartic 0 0 
Zakharov 0 0 

 
 
A. Axis Parallel Hyper Ellipsoid Function 
This function is having single minima therefore; it is a 
unimodal function, which is continuous and convex in nature. 
The axis parallel hyper ellipsoid resembles to Dejong’s 
function. The curve of the function is described in Fig. 3. 
 

 
Fig. 3 Plot for the axis parallel hyper ellipsoid 
 
 In the study, the population size for the algorithm was 
assumed 50 and 100. The dimensionality of the function is 
selected as 10, 20, and 30. From Fig. 5 and Fig. 5 it was 
inferred that the performance of MEAM was significantly 
better in comparison to its counterpart algorithm that is EAM, 
SADE and PSO-TVAC. The fitness value obtained by PSO-
TVAC was less in comparison to that of the SADE algorithm. 
 

 
Fig. 4 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing Axis Parallel hyper ellipsoid function over the population 

size of 50 
 

 
 
Fig. 5 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing axis Parallel hyper ellipsoid function over the population size 
of 100 
 
 
B. Sphere Function 
Sphere function has been widely used by I.  Rechenberg in 
the evolutionary strategies. Sphere function is a simple 
unimodal function and is separable. The sphere function is 
intensive convex function.  Fig. 6. highlights the curve of the 
sphere function. To study the performance of randomized 
algorithms, over sphere function, the population size was 
selected as 50 and 100 respectively. The dimensionality of the 
space function was varied from 10 to 30 with the interval of 
10. Result obtained for the sphere function has varied with the 
change of dimension, hence no algorithm can be stated better 
than the other. Fig. 7 and Fig. 8. shows the result for the 
fitness function on population size of 50 and 100 respectively. 
 

 
Fig. 6 Plot for sphere function 
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Fig. 7 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing here function over the population size 50 
 
 

 
 

Fig. 8 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing Sphere function over the population size 100 
 
C Quartic Function  
Quartic function is a unimodal function of degree four. The 
quartic function is considered important as in most of the 
optimization problems, the fitness functions are generally of 
degree four.  
Fig. 9 describes the representation of the quartic function. 
Quartic function are having higher complexity in comparison 
to the sphere function. For the assessment of MEAM and 
other three randomized algorithms, the population size with 
50 and 100 are tested on the dimensionality of 10, 20 and 30. 
The results obtained at population size 50 were non-
comparable and are represented in Fig.11. However, EAM 
has performed better in comparison to the other two 
algorithms for the population size of 100.Fig. 11 describes the 
fitness value at different dimensionality for three different 
algorithms.  
 

 
Fig. 9 Plot describing the Quartic function 

 

 
Fig. 10 Comparison of EAM with SADE, PSO-TVAC for minimizing 
Quartic function over the population size 50 

. 
Fig. 11 Comparison of EAM with SADE, PSO-TVAC for minimizing 
Quartic function over the population size 100 
 
 
3.3 Multimodal Function 
While designing the optimization algorithm for the 
multimodal function, the algorithm should have more 
tendency for exploration in the starting iterations. The reason 
for extra explorative is to identify the multiple regions for 
exploration. MEAM has used the same technique and has 
proved to be beneficial for the multimodal algorithms. The 
four multimodal functions have been used for the evaluation 
of MEAM with the three other algorithms. MEAM has better 
result in comparison to the other algorithms on Rastrigin 
function, Griewenk function has also converge at the two 
dimension that are D=10 and D=20. However, the MEAM 
algorithm could not converge for Schwefel and Zarkharov 
function for 20 dimensions the same is the case of other two 
compared algorithms. 
 
3.3.1 Performance of EAM on multimodal benchmark 
functions: 
EAM has been executed and compared with the other two 
algorithms on the four benchmark functions discussed below: 
 
A.  Rastrigin Function 
This function has the capability to operate with N different 
input variables. The function is described by the equation 3 as 
given below.  

 (3) 

Fig. 12 it can be observed that Rastrigin function has many 
local minima within the search area of (-5.12, +5.12). 
However, the value of global minima as defined in Table 2 is 
at x* =0 and the function will evaluate to the value zero at this 
point. 
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Fig. 12 Curve obtained for Rastrigin 
 Rastrigin Function is the modified and complex 
version of De Jong’s function. The complexity of De Jong’s 
function is increased with summation of cosine function, 
which in turn adds many local minima. Analogous to uni-
modal functions the Rastrigin function is evaluated for two 
different population sizes that are 50 and 100. Each of the 
three algorithms was compared on both population size on 
three dimensions that are 10, 20 and 30 respectively. From 
Fig. 13 and  

Fig. 14, it can be observed that MEAM has provided better 
results for population size 100 for all the three dimensions 
under consideration. However, at the small population size of 
50, it was difficult to say which algorithm is best. 
 

 
Fig. 13 Comparison of MEAM with SADE, PSO-TVAC, EAM for 
minimizing Rastrigin over the population size of 50 
64 

 
Fig. 14 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing Rastrigin over the population size of 100 

 
 
B. Griewank Function 
Like the Rastrigin function, this function can also operate on 
n input variables. The mathematical representation of 
Griewank function is described in the equation 4 

  

                                    

      (4) 

 
 Again from equation 4, it can be observed that there is the 
component of cosine function which will ultimately introduce 
local minima to the search space.  
Fig. 14 describes the plot of the Grewank function with a 
range of input variable from (-600,+600).  
 Similar to Rastrigin function the global minima for 
Griewank Function is found at x* =0 and the function 
evaluation results in the value equal to zero. The main 
difference between the Griewank and Rastrigin function is the 
spread of the local minima due to the change of cosine 
function used. The result comparison of MEAM shows that at 
a lower dimension and small population the results were not 
good. However, for the remaining dimensions that 20 and 30 
and high population size the result obtained was better in 
comparison to both SADE and PSO-TVAC algorithms. 
Fig.17 and Fig. 18 narrates the same story. 
 

 
Fig. 15 Graphical representation of Griewank Function 
 
 

 
Fig. 15 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing Griewank over the population size of 50 
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Fig. 16 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing Griewank over the population size of 100 
 
C. Schwefl Function 
This function has the capability to operate on a large number 
of variables. The mathematical representation of the Schwefel 
function is described in equation 5. The function uses the sine 
domain instead of cosine as discussed in the previous two 
function. This function is considered as the most important 
function for benchmarking as this function has the global 
minima is far from the local minima due to which the function 
will converge in the wrong direction. Again the MEAM 
algorithm could not perform well on the 2 dimensions on the 
population size of 50 but there was significant improvement 
when the population size was increased to 100. 
 

 (5) 

 
Fig. 17 Graphical representation of Schwefl 
 
Fig. 17 describes the Schwefl function for the range (-500, 
500) and global minima could be found at x*= 1 and fitness 
value is zero. Fig. 18 20 and Fig. 21 describes the fitness value 
of three algorithms on two dimensions and population size 50 
and 100 respectively.  
 

 

Fig. 18 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing Schwefel function over the population size of 50 
 

 
Fig. 19 Comparison of MEAM with SADE, PSO-TVAC and EAM for 
minimizing Schwefel function over the population size of 100 
 
D.  Zakharov Function 
 
Unlike the previous three multimodal functions, the Zakharov 
function is a kind of polynomial function of degree four, 
which operates on n variables. This function is described in 
the equation 6: 
 

 (6) 

 
 
 This function has many local minima in the range of (-
5,10) as described in Fig. 20. However, x*=0 is the optimal 
point and value after the evaluation comes out to be zero. 

 
Fig. 20. Graph Describing the  Zakharov Function 
 
 For assessing the performance of the MEAM, Zakharov is 
executed with a population size of 100 on three dimensions 
that are 10, 20 and 30. Fig. 21 narrates that MEAM and EAM 
are marginally better than the other two algorithms that are 
part of the study. 
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Fig. 21 Comparison of EAM with SADE, PSO-TVAC for minimizing 
Zakharov function over the population size of 100 
 
4. Real life application of MEAM 
 
In order to test the performance of the algorithm, we have 
applied the MEAM to generate the test cases in the regression 
testing. Test case minimization have been done by numerous 
techniques like linear programming, decision graphs, delta 
debugging and using the heuristic techniques [16, 17].This 
type of testing is done to identify the faults in the modified 
version of the code termed as the delta version of the code. As 
the actual source code is already available and has been 
toughly tested, so the objective of the problem is to generate 
the test cases that actually exploit the area affected by the 
modifications performed in the code. As in the past various 
meta-heuristic approaches have been used for the test case 
generations and an attempt for the regression testing is also 
performed in PSO-TVAC [18]. This opens the area of 
application of heuristic search algorithms in the regression 
test case generations for the software products.  
 According to the MEAM algorithm, initially, the random 
population is to be generated with the size defined as the input 
to the algorithm. In the current example, the population size 
is assumed as five. Assuming the population to be represented 
as described in the set ‘P’. Let this population is represented 
by the integer values 16 bits. These decoded values are used 
to generate the test suite that can be assigned fitness using the 
gcov tool based on the code coverage of the code. 
 The base program(P) which has already being tested on 
the tested on the test suite (T). The delta code is the modified 
code of the same program (P). The knowledge about the base 
code and delta code is utilized by the algorithm to target the 
area where the modification is done in the program. The 
heuristic algorithm will generate the temporary test suites, 
which are being evaluated using the test suite evaluator, and 
after the specified target of heuristic algorithm is achieved, it 
will return the best-designed test suite to be used for the 
evaluation of the system. To study the performance of the 
approach as we require a tool that helps us to get the 
evaluation of the test suites.  The code coverage can be used 
as one of the evaluators for the evaluation of the test case. We 
have used a tool named gcov[19] for this analysis.   
 The C program accessed from Software-artifact 
Infrastructure Repository (SIR) [203] is used to develop the 

new test cases for the delta version using the fitness function 
as statement coverage returned from gcov file. 
 From the comparison of results it can be observed that the 
performance of MEAM is better or comparable to the other 
approaches. 

 
Fig. 24 Comparison of MEAM and PSO-TVAC on different Programs 
for code coverage 
 

 
Fig. 25 Describes the comparison of improvement between Pso-TVAC 
and MEAM 
 
 
5. Conclusion 
The performance of MEAM is better than its counterparts that 
are in comparison that is a variant of the DE algorithm 
(SADE) and the variant of PSO (PSO- TVAC) algorithm. 
However, in some cases the performance is comparable. From 
the results, it is proved that the auto-adjusting property of 
MEAM has boosted the exploration power of the algorithm. 
From the evaluation of the algorithm on the benchmark of 
different population sizes and different dimensions, it was 
observed that MEAM has the minimum standard deviation. 
This verifies that MEAM is robust and stable in comparison 
to other existing algorithms under comparison. From the real 
application of MEAM on the problem of test case generation 
it has been observed that the MEAM has provided the results 
with the improvement of 4% even though there are the case 
like binesa program where the performance of the MEAM is 
to be studied and can be further enhanced in the future.  
 
This is an Open Access article distributed under the terms of the Creative 
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