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Abstract 
 

Polysemic acronyms are very common in the field of biomedicine. These acronyms have different senses in different 
contexts. The ambiguity of acronyms may cause significant negative impact on the understanding of the full text by 
machine learning. To address the disambiguation of acronyms in the biomedical domain, most associated studies are 
based on methods using word-level contextual features. These methods require abundant relevant external resources for 
model training, and the accuracy of their disambiguation of acronyms may decrease greatly upon the lack of external 
resources. In this study, disambiguation of biomedical acronyms was investigated on the basis of the character-level 
feature model to realize the disambiguation of biomedical acronyms with largely limited external corpora. First, 
sentences containing ambiguous acronyms were extracted through retrieval and the feature vector of the context were 
initialized by using the character-level features. Second, these initial vectors were input into the bidirectional long short-
term memory neutral network model for training. Finally, the disambiguation of acronyms was realized by the outputs of 
the neutral network model through the Softmax classification approach. The results of acronym disambiguation based on 
character-level feature model were also compared with those based on word-level feature models. Results demonstrate 
that the average accuracy of the character-level feature neutral network algorithm reaches 85.82% on the dataset of 106 
common biomedical acronyms. Thus, the character-level feature neutral network algorithm is superior to the traditional 
methods, which use a large number of external resources. This study confirms that the disambiguation method based on 
character-level features is applicable to the disambiguation of biomedical acronyms under limited relevant data. 
 
Keywords: WSD, Bi-LSTM, Biomedical, Abbreviation 
____________________________________________________________________________________________ 

 
1. Introduction 
 
Bioinformatics explores effective information from mass 
biomedical information by using computer and informatics 
technology, thereby providing assistance to clinical medicine. 
In the biomedical field, “Synonym” and “Homograph” 
phenomena are common. These problems are known as 
disambiguation problems in the natural language processing 
(NLP) field. Despite the polysemy of ordinary medical terms, 
a special type of polysemy phenomena is described, that is, 
the polysemy of acronyms. In biomedical studies, many 
important concepts and terms are expressed in acronyms. 
For example, the acronym AA can mean either amino acids 
or alcoholics anonymous. The acronym RA can be refractory 
anemias, radium, or rheumatoid arthritis. Hence, the accurate 
disambiguation of acronyms using a computer is important 
to understand and analyze biomedical data [1]. 

Acronyms are used throughout in biomedical studies, 
except for the full term in the first occurrence. Some 
biomedical acronyms have an explicit sense in a specific 
context, and they are often used directly in many biomedical 
studies instead of the full terms. The specific sense of 
acronyms has to be judged by experience according to 
context. Given that the automatic computer processing of 
texts lacks the common medical knowledge of doctors [2], 

choosing the accurate sense of ambiguous acronyms is 
difficult. Some scholars [3] pointed out that conventional 
disambiguation methods of biomedical acronyms have low 
accuracy and often require extensive external annotated 
corpus [4]. 

To address the high dependence of disambiguation of 
biomedical acronyms on large-scale external resources, a 
disambiguation method based on character-level feature 
model was designed in this study. This method requires no 
abundant external resources. A comparative study between 
the proposed method and the current disambiguation 
methods based on the embedding of words learned from 
large-scale text was carried out. This study realized the 
disambiguation of biomedical acronyms with limited 
external resources. 
 
 
2. State of the art 
 
Disambiguation of words often requires a certain amount of 
manually annotated corpus to train the model. However, 
manually annotated corpus can only be acquired by 
consuming considerable manpower and time, which are 
impossible in an extensive mode. To address these problems, 
some scholars have attempted to train the model by 
introducing it in external public resources and graph theory. 
These methods require no extra manually annotated data or 
only need few manually annotated data to realize 
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disambiguation. Nevertheless, such methods are often 
inferior to those using manually annotated data. Recently, 
some representative disambiguation methods based on 
external resources have been developed. Henry [5] 
implemented the disambiguation of biomedical words based 
on knowledge by using a feature extraction method, which 
achieved good effect. Dongsuk [6] expressed vectors of 
words based on knowledge map and thereby gained 
correlation between different words, thereby accomplishing 
disambiguation. Duque [7] accomplished the disambiguation 
of biomedical words based on the co-occurrence graph of 
context. For disambiguation of biomedical words, the 
standard linguistic dataset MeSH Word Sense 
Disambiguation (MSH-WSD) constructed by Jimeno [8] for 
the disambiguation of biomedical words was applied. The 
MSH-WSD dataset offers a unified evaluation standard for 
subsequent studies. In the subsequent studies [9] on 
disambiguation based on external knowledge sources, 
disambiguation of words was implemented by combining 
Automatic Extracted Corpus (AEC) and Machine Readable 
Dictionary (MRD) with collocation features. Moreover, the 
disambiguation effect was evaluated on the MSH-WSD. All 
these methods have achieved good effects, but they have a 
common problem of heavy dependence on external 
knowledge sources. The quantity and quality of external 
resources can directly influence the disambiguation of words.  

With respect to universal excessive dependence on 
external resources, Pasini [10] proposed a multilingual 
disambiguation system that does not use manual annotated 
training data. Panchenko [11] also proposed an unsupervised 
disambiguation method without the use of external 
knowledge. Charbonnier [12] and Li [13] carried out in-
depth studies on the unsupervised disambiguation of 
acronyms and proposed a special disambiguation method in 
accordance with the features of acronyms. The author of the 
present study studied unsupervised disambiguation of 
medical terms based on kernel fuzzy C-means clustering 
[14]. These methods are all disambiguation methods 
developed from traditional fields, and they have a common 
problem. Specifically, none of these methods have optimized 
features of ambiguous acronyms, especially in the 
biomedical domain, thus resulting in poor performance.  

Previous studies on text expression focused on word-
level features. Recently, some scholars discovered that 
character-level features made special contributions to the 
expression of textual features. Some scholars [15] [16] tried 
to add character features into word features and achieved 
breakthroughs in classification and machine translation. 
These studies proved the importance of character features in 
text expression. However, no studies on the disambiguation 
of biomedical acronyms based on character-level features 
have been reported yet. 

With the increasing application of deeplearning 
technology in the disambiguation of word sense, Henry [17] 
carried out an in-depth study on the feature selection of 
biomedical contexts. Wang [18] extended the word features 
into sentence-level features and combined them in a further 
study. Liu [19] and Kumar [20] focused on the sense of 
words and studied word embedding. Such reverse thinking 
provided new insights into disambiguation. Ragangato [21] 
attempted to apply the neutral network model into 
disambiguation in the traditional field. Le [22] investigated 
the performances of the long short-term memory (LSTM) 
neutral network model in the disambiguation of word sense. 
These methods based on deep learning technology in the 
traditional fields have a principal problem—using large data 

in the relevant text for word embedding training in advance. 
The whole disambiguation process also requires support 
from abundant external data and computing resources. Given 
these features, such algorithms perform poorly in biomedical 
fields with resource shortages or high requirements on 
computing timeliness. 

Overall, previous studies on the disambiguation of 
acronyms in the biomedical field generally used the method 
of word-level features. Although these methods have good 
relative effects, they often require abundant external 
resources to train the model. In this study, disambiguation of 
acronyms was accomplished using deep neutral network 
based on character-level features. This method does not 
require word training in advance, and it can adapt to various 
environments with incomplete external data. Meanwhile, the 
proposed disambiguation method was compared with deep 
neutral network method based on word-level features. This 
study is expected to determine the best disambiguation 
method of biomedical acronyms independent of external 
resources. 

The remainder of this study is organized as follows: 
Section 3 introduces the model and method applied in this 
study, Section 4 presents the experimental design and 
analysis of results, and Section 5 states the conclusions. 
 
 
3. Methodology 
 
3.1 Character-level model 
The character-level model is different from other models. It 
uses character as the minimum unit, whereas other 
traditional models use word as the minimum unit. Generally, 
choosing an English word as the minimum unit is reasonable. 
When an English word is further divided into independent 
letters, the correlation of different letters is not so close with 
that of different words. According to the specific 
disambiguation tasks of biomedical acronyms, acronyms are 
generally composed of several characters, and the full terms 
of these acronyms are extended from each letter. When the 
acronym is complete, it may have different full terms. The 
correlation among characters in an acronym is believed to be 
stronger than that among characters in traditional words. 
Therefore, this study attempted to realize the disambiguation 
of biomedical acronyms based on the character-level model. 

In the typical disambiguation of biomedical acronyms, 
several contexts that contain the studied acronyms will be 
offered first. For example, an ambiguous acronym X is used 
in the abstract of biomedical studies, and this acronym X has 
two standard senses: M1 and M2. The disambiguation task is 
to determine the correct sense of X according to context. 

A disambiguation model is constructed. In this model,   
X(i) is a continuous text that contains the ambiguous word. 
Under general conditions, it is a word sequence. Y(i) is used 
to express the senses of the ambiguous acronym in X(i). 
Briefly, Y(i) is M1 or M2. The model constructs a network   

to predict the sense tag of the sample. 
In traditional models, the text is generally divided into a 

series of words. Bag-of-word, n-gram, and word-based 
neutral network models are used for these words. Later, texts 
are classified according to the prediction results of the model 
by learning these word-based feature vectors. On this basis, 
the correct sense of the ambiguous acronym in context can 
be determined according to classification results. This 
approach is the typical disambiguation model based on 
word-level features. 

 

f = X (i)
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 Fig. 1.  Classification model based on word-level features 
 

The recurrent neural network (RNN) classification 
model based on word-level features is shown in Fig. 1. Each 
word is encoded as a vector, and the produced vectors 
contribute classification results through different 
classification models in the next stage. The classification 
results can be used to disambiguate directly. 
  

 
 
Fig. 2.  Classification model based on character-level features 
 

Character-level model is a model with fine-grained 
features compared with the word model. Fig. 2 shows that a 
classification model of character-level RNN reads characters 
in order one by one, and a window with a fixed length can 
be selected. The embedding vector of context is constructed 
by using characters in the window, and the generated 
character-based vectors are used as the input of the neutral 
network. 

Neutral network model based on character-level features 
has certain advantages to retain context features in principle. 
In acronyms, each character is the minimum unit with a 
specific meaning. If acronyms can form a word as an 
integral, the semantic features of each independent letters 
will be ignored. This character-level feature model is the 
model applied in the experiment in Section 4. 
 
3.2 One-Hot encoding 
One-Hot encoding is a binary coding vector that is often 
expressed by a 1D vector matrix in NLP.  

In One-Hot encoding, which uses character as the 
minimum unit, all characters include the capital and small 
letters of the 26 letters and the symbols of finite categories, 
such as punctuation marks. Generally, preprocessing is 
performed before encoding to eliminate unnecessary 
characters and unify the capital or small letters. After 
processing, the length of One-Hot encoding is fixed, and all 
characters are combined to form the input vectors.  

In One-Hot encoding, the characters in a context are 
used as the input, and each character is input into the 
subsequent model as One-Hot form. In common English text, 
approximately 70 characters are found, including the capital 
and small letters of 26 letters, 10 digital characters, and 33 
other characters, such as punctuation marks and common 
symbols on the keyboard. In the One-Hot model, the vector 
length can be determined and can be decreased by 
preprocessing. 

The generation character feature vectors are based on the 
One-Hot model of the characters. The major “end-to-end” 
model is shown in Fig. 3. In a character feature model, other 

artificial features, such as part-of-speech, Brown, and 
parsing features, are neglected. The model uses character set 
as the input simply to accomplish feature extraction, model 
learning, and conclusion generation, thereby truly 
eliminating artificial interventions. 
 

 
 
Fig. 3.  End-to-end disambiguation of word sense based on the One-Hot 
model of characters 

 
The One-Hot model may cause a curse of dimensionality 

when the input data size is too large, thereby decreasing the 
training efficiency. In principle, complete feature 
information of the model based on characters is available, 
which will surely increase the complexity of computation. 
Instead, an equilibrium selection can only be made 
according to practical uses. 

In Section 4, the One-Hot encoding that uses character as 
the basic units was applied as the input data. Data were 
placed in a neutral network model to realize the 
disambiguation of biomedical acronyms. 
 
3.3 Bidirectional recurrent neutral network 
In context feature leaning, information surrounding the 
keywords is often the most important. The RNN can only 
visit the past context information. To solve this problem, it 
has to extend visits to future context to learn relative context 
features. 

Given that standard bidirectional recurrent neutral 
network (BRNN) cannot master future information on a time 
sequence, the new RNN adds a delay memory process 
between the input and the goal, thereby increasing both past 
and future context features. The improved algorithm 
generally adds future context information at multiple time 
points and the past context to predict the output. 

Fig. 4 shows that the forward and backward of each 
training sequence in a BRNN are two RNNs, and each RNN 
connects an output layer. A non-connecting relationship is 
set between the forward and backward hidden layers in the 
model. Among six weights in the extended BRNN model 
based on time sequence in Fig. 4, w1 and w2 are the 
parameters from the input to the forward and backward 
hidden layers, w2 and w5 are the parameters from the hidden 
layer to the hidden layer, and w4 and w6 are the parameters 
from the forward and backward hidden layers to the output 
layer. The LSTM model is gained by improving this model. 
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Fig. 4.  Temporal extension of BRNN 
 
 
3.4 Bidirectional long short-term memory 
The mapping process of BRNN between the input and 
output sequences contains context information. However, a 
standard BRNN has a limited range of context information 
storage. The effects of a hidden layer on network output may 
decline gradually. A bidirectional long short-term memory 
(Bi-LSTM) structure is applied to solve this problem by 
embedding an LSTM module into an RNN. The details of 
this LSTM module are shown in Fig. 5. 
  

 
 
Fig. 5.  LSTM module 
 

The LSTM module is divided into forward layer and 
backward layer. The related process is introduced as follows. 
The input gate is controlled by the parameters in Eqs. (1) 
and (2). In Eq. (1), the input network with a length of  have 

 input units, hidden units, and output units. The 
parameters  in Eq. (1) and  in Eq. (2) reflect the input of 
the network unit at  and the output of the unit nonlinear 
differentiable activation function at , respectively. In Eq. 
(1),  is the weight matrix,  is the external output,  is 
the input of the hidden unit, and s is output of the cell. Eqs. 
(3)–(9) are similar to Eqs. (1) and (2), which reflect the 
composition of memory gate, cell, output gate, and output 

unit module. A complete-sequence hidden unit can be gained 
from recursive recall. 
Input gate:  
 

        (1) 

 
                                                                        (2) 

 
Memory gate: 
 

        (3) 

 
                                                                       (4) 

 
Cell: 
 

                                   (5) 

 
                                          (6) 

 
Output gate: 
 

     (7) 

 
                                                                      (8) 

 
Output unit: 
 

                                                                     (9) 

 
Fig. 5 shows that inputs of the input gate are the external 

input at t, output of the hidden unit at t-1, and output of the 
cell at t-1. The inputs of the memory gate are external input 
at t, output of hidden unit at t-1, and output of cell at t-1. The 
inputs of unit include the sum of the product between the 
output of memory gate at t and the output of unit at t-1 as 
well as the sum of the product between the output of the 
input gate at t and the activation function. The inputs of the 
output gate include the external input at t, output of the 
hidden unit at t-1, and output of the cell at t. The output of 
the unit is the output of the output gate at t multiplied by the 
output of cell at t. 

Backward layer is very similar to forward layer. This 
network is called Bi-LSTM RNN. It is equipped with 
advantages of bidirectional neural network and LSTM. In 
Section 4, this LSTM neutral network model is applied to 
the disambiguation of acronyms based on character input or 
word input. 

 
 

4. Result Analysis and Discussion 
 

4.1 Experimental environment 
In this experiment, the corpus of the National Library of 
Medicine’s MSH-WSD was applied. It has 203 ambiguous 
words, including 106 acronyms, 88 terms, and 9 hybrid 
ambiguous words. In this experiment, 106 acronyms were 
used as corpus. 
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The character-level test was carried out by using the 
One-Hot encoding presented in Section 3.2, and the length 
of the window was set to 200. The character-level model 
uses no word embedding form. The word embedding model 
in the control word-level model generated 200D word vector 
for training the Bi-LSTM model. In this experiment, the 
crawled data and the MSH-WSD corpus were combined as 
the training data of the GloVe model for word embedding. 
The results were used as input for the follow-up Bi-LSTM 
model. 

 
4.2 Experiment model 
The experiment was based on the MSH-WSD corpus. This 
experiment involved the encoding of text based on character 
level and finally realizing the disambiguation of acronyms. 
First, the text was divided into sentences, and only sentences 
containing ambiguous acronyms were chosen for 
preprocessing. This step restricts the maximum length of a 
sequence so the model can accomplish disambiguation under 
existing computation conditions. Input vectors with fixed 
length were generated from the One-Hot encoding of context 
characters and then input into the improved Bi-LSTM 
neutral network presented in Section 3.4. The final results 
were output to a classifier, thereby accomplishing the 
disambiguation of acronyms. 
  

 
 
Fig. 6.  Disambiguation model based on the Bi-LSTM of characters 
 

The complete model structure is shown in Fig. 6. In this 
model, character is used as the basic unit, and character 
order of words in the context is read as a sequence. The 
model contains front and back characters of the keywords 
and relevant positional information. It forms context codes 
based on character-level features by setting window length. 
The character codes of each context are transmitted to the 
next Bi-LSTM model layer through the final formation 
encoding, and the model output is gained after the multiple 
iterations of the Bi-LSTM layer realizes the model goal. 
Finally, the output of the Bi-LSTM model is used to classify 
text by SoftMax function. On the basis of the classification 
results, each category is mapped onto a similar sense, 
thereby realizing the disambiguation of acronyms. These 
steps comprise the whole experimental process. 
 
 
4.3 Comparative experimental design 
The comparative experiment chose AEC and MRD, which 
were Jimeno-Yepes’ disambiguation methods based on 
external knowledge. These two methods have been applied 
in the disambiguation of acronyms and evaluated based on 

the MSH-WSD. In this study, AEC and MRD were used as 
baselines. Meanwhile, convolutional neural network (CNN) 
method based on word embedding and Bi-LSTM method 
were chosen to compare disambiguation methods based on 
character and word levels, respectively. 

To ensure the accuracy of experimental results, 10-fold 
crossing verification was adopted, and the statistics on final 
accuracy applied the mean of 10-fold-crossing-verified 
accuracy. 
 
4.4 Experimental results and contrast analysis 
In this experiment, Bi-LSTM neutral network model based 
on character level was applied, and 106 acronyms in MSH-
WSD were used in the disambiguation test. The test results 
are listed in Table 1. 
 
Table 1. Comparison of disambiguation results between Bi-
LSTM method based on character-level features and non-
neutral network method based on word-level features 
Model 
methods 

AEC MRD 2-MRD UMLS 
SenseRelate 

Character-
level 
Bi-LSTM 

Accuracy 90.90% 87.59% 85.01% 83.00% 85.82% 

 
Table 1 shows that the Bi-LSTM method based on 

character level shows a slightly lower accuracy than AEC 
and MRD, but it presents significantly higher accuracy than 
2-MRD and SenseRelate method based on UMLS. Given 
that disambiguation methods based on character-level 
features do not require abundant corpus data to train word 
vectors, they are significantly more applicable than previous 
methods based on word level. The proposed disambiguation 
method achieves an ideal accuracy of 85.82% without using 
additional corpus data. 

In the experiment, the proposed method was compared 
with the disambiguation methods based on word level that 
apply abundant external resources to train word embedding 
vectors, such as the CNN classification model of Kim [23] 
and Daojian [24], which was a CNN based on word level 
and supervised Bi-LSTM neutral network method based on 
word level. The results are listed in Table 2. 
 
Table 2. Comparison of disambiguation results between 
neutral network method based on character-level features 
and neutral network method based on word-level features 
Acronyms 
Model 
methods 

Word-level 
CNN 
S200 

Word-level 
Bi-LSTM 
S200 

Character-
level 
Bi-LSTM 
s200 

Accuracy 94.91% 98.13% 85.82% 

 
According to the comparative experiment, the accuracy 

of the disambiguation method based on supervised CNN, 
which is trained by word-level vectors, is 94.91%. The 
accuracy of the Bi-LSTM method based on word-level 
features is 98.13%, while that of the Bi-LSTM method based 
on character-level features is only 85.82%. Therefore, the 
neutral network method based on word level has a certain 
higher accuracy than the neutral network method based on 
character level. This finding is mainly attributed to the fact 
that the method based on word level uses mass external 
resources and thereby involves more effective external 
features. A detailed comparison is introduced in the 



Ren Κai, Li Na, Xiong Wei and Wang Shi-Wen/Journal of Engineering Science and Technology Review 12 (6) (2019) 105 - 112 

 110 

following text to disclose specific differences between the 
methods based on character-level features and those based 
on word-level features. 
 

 
Fig. 7.  Comparison between CNN model based on word-level features 
and Bi-LSTM model based on character-level features 
 

Fig. 7 shows that for the acronyms in MSH-WSD, the 
CNN model based on word-level features is significantly 
superior to the Bi-LSTM model based on character-level 
features. In fig. 7, the horizontal coordinate refers to each 
ambiguous acronym and the vertical coordinate is the 
proportion of accuracy difference. The disambiguation 
accuracies of the acronyms are compared. The positive part 
reflects that the amplitude of accuracy of the CNN model 
based on word-level features is higher than that of the Bi-
LSTM model based on character-level features, while the 
negative part reflects that the amplitude of accuracy of the 
CNN model based on word-level features is lower than that 
of the Bi-LSTM model based on character-level features. In 
Fig. 7, word-level feature model is significantly superior to 
character-level feature model and achieves higher accuracy 

in the disambiguation of acronyms, which is higher than 
10% of the average accuracy. This result reflects that the 
disambiguation effect of the Bi-LSTM model based on 
character-level features is better than that of the CNN model 
based on word-level features with respect to acronyms in the 
MSH-WSD corpus. 

 

 
Fig. 8. Comparison between the Bi-LSTM model based on word-level 
features and the Bi-LSTM model based on character-level features 
 

To perfectly compare and avoid disturbances of the 
model to the experimental results, the disambiguation 
methods of acronyms in MSH-WSD based on the Bi-LSTM 
model were compared. The comparison results are shown in 
Fig. 8. When the algorithm applies the Bi-LSTM in the late 
stage, the word-level feature model achieves higher accuracy 
than the character-level feature model. 

The Bi-LSTM and CNN methods based on word-level 
features were compared with the Bi-LSTM method based on 
character-level features. The results are shown in Fig. 9. The 
blue line represents the methods based on character-level 
features, the black dotted line represents the CNN method

 

 
Fig. 9.  Comparison between methods based on character-level features and the other two methods based on word-level features 

based on word-level features, and the red solid line 
represents the Bi-LSTM method based on word-level 
features. Generally speaking, the Bi-LSTM method is the 
best. It is significantly superior to the CNN methods based 
on word-level features and is very stable. The 
disambiguation accuracy of the proposed method based on 
character-level features is also higher than 80% in most 
cases. Given that the methods based on character-level 
features do not require mass external resources to train 
vectors, they can obtain relatively ideal results. According 
to the observation results, the disambiguation methods 
based on character-level features are superior to two neutral 

network methods based on word-level features with respect 
to some acronyms. On this basis, the character-level vectors 
in some ambiguous acronyms can be deduced to contain 
features that are not available in word-level vectors. These 
useful features will be further explored in future studies to 
increase the disambiguation accuracy of biomedical 
acronyms. 
 
5. Conclusions 
 
In this study, a Bi-LSTM model based on character-level 
features is proposed for the disambiguation of biomedical 
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acronyms. The model achieves good performance. In 
addition, the Bi-LSTM model based on character-level 
features is compared with the traditional disambiguation 
model, the CNN model based on word-level features, and 
the Bi-LSTM model based on word-level features. The 
major conclusions drawn are as follows: 

(1) Neutral network model based on character-level 
features needs no external biomedical resources and is 
superior to other non-neutral network methods in the 
disambiguation of biomedical acronyms. 

(2) The accuracy of the neutral network model based on 
character-level features is at least 10% lower than that of the 
neutral network model based on word-level features because 
the neutral network model has certain advantages in feature 
extraction and expression with support from mass external 
training texts. 

 (3) Character-level feature model is compared with 
word-level feature model. The result shows that the latter 
has higher accuracy, which is attributed to the fact that in 
addition to the influence of external resources, the selected 
window size of training corpus in the character-level feature 
model is similar to that in the word-level feature model. In 
the same size of window, characters contain less context 
content than words, thereby missing some features and 
influencing the disambiguation effect of acronyms. 

The Bi-LSTM model based on character-level features 
needs no external linguistic data and can still achieve 
satisfactory disambiguation of biomedical acronyms. It is 
applicable to the disambiguation of biomedical acronyms 
when the external resources are limited. Currently, 
character-level feature model cannot choose large window 
size owing to the limitations in computing ability. This 
limitation will influence the final disambiguation accuracy 
to some extent. To address this problem, future studies may 
focus on developing an appropriate method to compress 
character-level features and combine character-level and 
word-level features for the disambiguation of biomedical 
acronyms, with the aim of achieving remarkable 
disambiguation performance. 
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