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Abstract 
 

The packet transmission among sensor nodes mainly focuses on clock synchronization. This paper proposes a protocol for 
efficient clock synchronization in energy based approaches to overcome the clock synchronization invariances and 
communication overheads. Clustering technique helps to design the sensor network architectures and broadcast the sensor 
nodes. The existing Mobility Zonal Based Stable Election Protocol (Mob-ZSEP) protocol identifies best path using 
clustering approach. The selected best path using Mob-ZSEP routing protocol will be utilized by proposed clock 
synchronization protocols. This research paper proposes two novel protocols: Energy based Proportional Integral and Least 
Common Multiple (EPILCM) and Weighted based Least Common Multiple (WLCM). EPILCM protocol hybrids two 
methods such as Energy based Proportional Integral (EPI) and Energy based Least Common Multiple (ELCM). The 
proposed EPILCM protocol is used for clock synchronization using energy based approach which reduces energy 
consumption, synchronization error, propagation delay, clock inaccuracy and communication overhead. WLCM protocol 
performs transmission based on the weight of the packet in sensor networks. The EPILCM, WLCM protocols are compared 
and the simulation results shows that EPILCM protocol outperforms WLCM protocol.  
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1. Introduction  
 
Wireless sensor networks (WSNs) contain small sensing 
electronic devices which are called as sensors. Sensors are 
used to monitor, detect and collect physical environmental 
information [1]. Wireless sensor nodes are usually very small 
devices which is equipped with a limited energy power.  A 
sensor node is considered as a micro electro mechanical 
system where each sensor node has deployed in a particular 
environment for accurately observing physical data [2]. 
Sensor nodes are mainly used to collect the information and 
communicate wirelessly to the base station. 
 The selecting and maintaining the sensor node and routing 
is a challenging factor in WSNs. so routing techniques are 
very important for packet transmission [3]. The routing 
protocols are mainly used for efficient data communication 
among sensor nodes. The packet transmission in sensor 
networks depends upon energy of the particular node. Packet 
will be transmitted with minimum energy if the nodes are 
located near base station [4].  The packet transmission 
consumes high energy, and nodes are deployed far away from 
the base station, so routing techniques are used for data 
broadcast in WSNs.  
 Clock synchronization is a main technique for 
synchronizing the sensor node using the clock in WSNs. The 
clock synchronization is to provide common synchronization 
time in the entire sensor network environment [5]. 
Synchronization performs important roles in a sensor 

network, such as detection of synchronizing event, data 
fusion, sleep and wake node performance. If the sensor node 
clock doesn’t synchronize to other nodes it causes packet loss 
[6]. A synchronization technique considers energy 
consumption for efficient timing message transmissions. 
Synchronizing method is used to communicate packet from 
one sensor node to other sensor nodes, without packet loss 
and delay [7]. 
 Clock inaccuracy values are changing due to their low 
cost and low power sensors, environmental conditions, and 
some network delays occur in a sensor network. To overcome 
these problems clock synchronization in WSNs is introduced 
[8]. Clock synchronization algorithms are used to correct, 
remove or compensate clock parameters in reference clock 
time in sensor networks. This compensation, correction, 
adjustments of clock parameters techniques are used to 
exchanges the information between sensor nodes [9].  
 Accurate measurement of clock parameters such as clock 
offset and skew is calculated to achieve the efficient 
synchronization over the network [10]. Network clock 
synchronization is used to correct the clock parameters to 
synchronize the global reference clock time to calculate 
performance time throughout the sensor network [11]. Clock 
synchronization protocols uses two schemes: Centralized 
time synchronization protocol, and Distributed time 
synchronization protocol. Centralized time synchronization 
protocol provides poor scalability and robustness of source 
node to layered topology network. Distributed time 
synchronization protocol depends on clock information; it 
helps to improve the clock parameters [12].   
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Table 1. Few clock parameters in WSNs 
Clock parameters Descriptions 

Clock offset 
Clock Skew 
 
Clock drift 
 
Clock Jitter 
Timestamp 

Time variation in synchronizing 
two sensor nodes. 
Frequency-time variation between 
synchronizing two sensor nodes is 
called clock skew [13].  
Many sensor nodes clock value 
mismatches the reference clock 
value. 
The time difference of ideal sensor 
node clock value. 
Sensor nodes time event is recorded 
by a particular machine [14]. 

 
1.1 Clock Parameters in WSNs 
Clock parameters are difficult to maintain in environmental 
conditions [15]. There are many parameters in clocks such as 
offset, skew, jitter, timestamp and drift. Tab 1 describes the 
clock parameter in WSNs.  
 Each sensor node has a unique clock, that clock will be 
considered as Ci. The clock offset is considered as (O) and 
clock skew as (S). Here initial clock value will be considered 
as xi(0) given by Eq. 1. The Eq. 1 is derived from local 
hardware clock equation [16]. The xi(t) is the unique clock 
value of a sensor node Ci. 
 
𝑥"(t) 	= 	 𝑠)"(0) 	+ 	O      (1) 
 
Clock offset is the time difference between two clocks. Here 
assume that all the clocks were initially set to a unique clock 
time xi(0) at x=0. Every clock value will be a change in 
physical and environmental conditions such as temperature, 
humidity, and vibrational clock (eg. Vehicles clock). The time 
difference between two clock value is clock offset(O) and the 
frequency time difference between two clock value is clock 
skew(S).   
 Here considering two sensor nodes x and y, it has own 
clock value denoted by x1(0) and x2(0) for frequencies and 
Phase of clock value denoted by y1(0) and y2(0).  
 Considering x1(0) and x2(0) have same frequencies [12] 
 
𝑆.	𝑥.(0) 	= 	𝑆/	𝑥/(0)																                   (2)  
 
 For example considering two sensor nodes have different 
frequencies  
 

𝑆.	𝑥.(0) 	< 	𝑆/	𝑥/(0)	and	𝑆.	𝑥.(0) 	> 	𝑆/	𝑥/(0)	   (3) 
 
 Considering y1 (0) and y2 (0) have same phases 
 
𝑂.	𝑦.	(0) = 	𝑂/	𝑦/	(0)		 
 
 For example considering two sensor nodes have different 
phases 
 
𝑂.	𝑦.(0) 	< 	𝑂/	𝑦/(0)	and	𝑂.	𝑦.(0) 	> 	𝑂/	𝑦/(0)   (4) 
 
 The clock offset of two sensor nodes will be same, and 
then the clock skew is considered for accurate time 
calculation. If there is a difference in clock offset and skew of 
a sensor node then the nodes have a synchronization error 
where packet delay will occur [17].  
 This paper discussed about the two proposed protocols 
WLCM and EPILCM. The proposed WLCM clock 

synchronization protocol performs weighted based approach 
to synchronize the packet among sensor nodes. The existing 
system focused mainly on weighted based packet 
transmission whereas energy is not considered. So to 
incorporate an energy based approaches, EPILCM protocol is 
proposed for efficient communication using clock 
synchronization. The EPILCM protocol has two methods: i) 
EPI method which is used to compensate the clock parameters 
and ii) ELCM method is used to synchronize the clock to the 
base station. 
 The proposed EPILCM clock synchronization protocol is 
used to calculate the propagation delay, synchronization 
error, clock parameter and communication overhead of the 
entire sensor networks. 
 
List of Abbreviations 
WSNs  Wireless Sensor Networks 
EPILCM  Energy based Proportional Integral and 
Least Common Multiple 
EPI  Energy based Proportional Integral 
ELCM   Energy based Least Common Multiple 
WLCM  Weighted based Least Common Multiple 
CH   Cluster Head 
Mob-ZSEP Mobility-Zonal based Stable Election 
Protocol 
EBP  Estimator-Based Protocol  
ATSP  Average Time Synchronization Protocol 
CSLCM  Clock Synchronization using Least 
Common Multiple 
 
 
2. Related works 
 
This section describes the existing clock synchronization 
protocols and algorithms in WSNs.  Many researchers focus 
on clock synchronization problems in a centralized system 
and distributed system [18]. These systems face many 
problems of synchronizing sensor nodes, clock parameter 
invariance, and delay of the communication systems. The 
existing clock synchronization protocols and methods are 
mainly contributed to receiver-receiver synchronization, 
sender-receiver synchronization and two-way message 
exchange in the network [19].  
 The existing proportional integral Estimator-Based 
Protocol (EBP) for clock synchronization can achieve high 
synchronization accuracy under time-varying clock 
parameter over the sensor network. This work considers the 
stability property of EBP and analyses the convergence 
property under both delay-free and random delay cases. And 
pseudo-synchronous is used for restricting synchronization 
error of clock skew into a relatively small quantity which 
could reduce periodic re-synchronization frequencies [20].  
 In existing approaches, clock synchronization, average 
time synchronization provides the average time for the local 
clock time of the entire network. Average time 
synchronization means each node has to synchronize to their 
average value; it gives better scalability and robustness of the 
network. Average Time Synchronization Protocol (ATSP) is 
used to share the local clock time for the entire network.  So 
it compensates both clock offset and clock skew value [21].  
 In some of the existing protocols, all nodes synchronize to 
their reference clock value.   In clock synchronization virtual 
clock or hardware clock value is modified to achieve the best 
synchronization. The propagation delay occurs when timing 
message is communicated among nodes. In Clock 
Synchronization using Least Common Multiple (CSLCM) 
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protocol, each sensor node synchronizes the time period. The 
CSLCM method does not change the hardware clock time 
because this protocol does not have a reference clock in base 
station, so synchronization error value is zero. When 
synchronization value is zero, the clock offset and skew will 
not be considered [22]. In CSLCM method, propagation delay 
will be constant so clock parameter will be removed while 
packet transmission. It is consensus-based synchronization so 
Least Common Multiple (LCM) value will be applicable for 
synchronization among the sensor nodes.  LCM of clock 
period value is calculated for both the inter-cluster and 
intracluster synchronization. Clock synchronization is used 
for weight averaging function and it utilizes the minimum 
synchronization error and fast convergence. 
 
 
3. Methodology  
 
The proposed clock synchronization protocol performs 
effective synchronization among packet transmission in 
sensor networks. This section describes the proposed 
EPILCM clock synchronization protocol and WLCM clock 
synchronization protocol.  
 
3.1 Synchronization route selection 
The existing Mobility-Zonal based Stable Election Protocol 
(Mob-ZSEP) protocol is used to select the best path and the 
Mob-ZSEP protocol [23] will be used by EPILCM protocol. 
The best route selection based on sensor node deployment. 
Fig 1 shows the sensor nodes deployment. 

 
Fig 1. Sensor nodes deployment 
 
 
A. Node creation  
The sensor node is randomly deployed in the network; it 
contains N nodes in X * Y network fields. Sensor nodes 
consist of the cluster member node, cluster head node for 
sensing data efficiently and to communicate with the base 
station. Sensor nodes are classified into two levels such as 
normal node and advanced node.  The normal node is 
provided with minimum level energy for its operation, 
whereas advance nodes have extra energy than normal node 
as it consumes less amount of energy for processing.  
 
B. Cluster Setup 
Cluster formation in sensor nodes are divide into three zone 
levels such as zone 0, zone 1 and zone 2 which depends on 
the base station. Normal nodes are deployed in zone 0 level, 
it placed between 30<Y<=80 network fields. Advanced nodes 
are deployed in zone 1, zone 2 level, it is placed 
between0<Y<=30, 80<Y<=100 network fields respectively.  

C. Cluster Head (CH) selection  
The CH selection is based on maximum energy of a sensor 
node and it sense the data transmit to the base station. The 
advanced node which has maximum energy will be 
considered as CH and normal node communicates directly to 
the base station. Normal node energy consumption depends 
on the distance among the node from the base station. 
Advanced node senses data and sends the data to CH, where 
CH aggregates the data and sends to the base station.  
 
D.  Sensor node delay calculation  
Energy efficient clock synchronization helps to reduce the 
number of transmission message among synchronizing sensor 
nodes. This energy consumption procedure is divided into two 
phase, such as discovery phase and synchronization phase. In 
the discovery phase, nodes are assigned in a hierarchal level. 
Once the discovery phase completes its process then the 
synchronization phase will start. Here synchronization phase 
is used to communicate among sensor nodes. Some 
propagation delays may occurs in clock synchronization 
among the sensor nodes. The EPILCM clock synchronization 
protocol performs efficient synchronization for the entire 
sensor networks.  
 Here it first calculates the propagation delay for the 
synchronization route. This propagation delay is calculated 
mainly for compensating the clock inaccuracy in an efficient 
manner. Clock synchronization parameter variances are 
considered based on the Eq. 3 and 4. The Eq. 5 is delay 
calculation for two- way message exchanges in sensor nodes 
 The time delay calculation [5] in a sensor network is 
 
Delay = 	 (𝑡<	–	𝑡.)	–	(𝑡>	– 𝑡/)/	2														        (5) 
 
 Base station clock time is considered as t3, t4 in sensor 
nodes and t1, t2 time is an acknowledgment reply from base 
stations.   
 The reference clock time is used to calculate the delay 
time of sensor nodes. Here reference clock time is base station 
clock time. The current time of base station time is denoted as 
BStime, it is used to calculate the sensor node delay time in the 
entire sensor network. The CHdt is a CH delay time, Eq. 6 is 
applied to calculate the CH delay time between the 
synchronized sensor nodes. Eq. 6 is used to calculate the 
entire sensor network time delay. 
CH time delay calculation in a sensor network is 
 
𝐶𝐻CD = 	𝐵𝑆D"FG 	− 	Delay			                (6) 
 
 The propagation delay calculation is used to calculate the 
synchronization clock inaccuracy among communicating 
nodes. After calculating the propagation time delay in sensor 
node, the synchronization error for compensating the clock 
inaccuracy is compared with the reference clock time. 
 
3.2 Energy Based Proportional - Integral and Least 
Common Multiple (EPILCM)  
Clock synchronization protocols in WSNs have less energy 
consumption and hard to calculate the accurate clock 
parameters values and also it has message overheads in 
communicating via the sensor nodes. To overcome these 
clock synchronization problems, EPILCM protocol was 
proposed in terms of synchronization accuracy, energy 
efficiency, and complexity. Fig 2 Illustrate flowchart shows 
the EPILCM protocol performance. 
 In this section proposed EPILCM clock synchronization 
protocol which consists of number of modules such as best 
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route selection, energy efficiency, EPI method and ELCM 
method are discussed. 

 
Fig 2. Illustration of EPILCM Protocol 
 
 
 Clock synchronization methods are mostly based on 
exchanging clock information between the sensor nodes. 
While exchanging the message, some propagation delay and 
synchronization error will occur. Most of the synchronization 
methods in WSNs are used to correct the local clock value of 
each sensor nodes as a reference clock value. In sensor 
networks each node transmits packets, while transmitting the 
packets clock inaccuracy will occur based on physical 
phenomena and it’s difficult to predict and compensate the 
synchronization error and clock parameter value. Eq. 7 
represents general form of sensor node clock function. 

 
Sensor	node	clock	function	C	(t) 	= 	O	 + 	S	. t  (7) 
 
 Two nodes between clock function node x and node y. t is 
a node time and Eq. 8 is used to calculate the sensor node 
clock time. 
 
𝐶T(𝑡) = 	𝑂)T + 𝑆)T. 𝐶)(𝑡)     (8) 
 
 Eq. 9 is used to calculate the sensor node clock offset 
value. t1, t3, t4 and t2 is represent sensor nodes time. 
      
Offset	O	 = 	 (DUVDW)X(DYVDZ)

/
    (9) 

 
 Eq. 10 is used to calculate the propagation delay. 
    
 
Propagation	delay	d	 = 	 (DUVDW)V(DYVDZ)

/
  (10) 

 
 Here T2 is considered as receiver time and T1 considered 
as sender time. Eq. 11 is used to calculate the senor node 
receiver clock value. Txy is a node x clock value when 
receiving broadcast message. Tyk is a node y clock value when 
receiving broadcast message. 
 
	𝑇/ = 	𝑇. + 𝑑 − 𝑂     (11)
  
 
Clock	offset	𝑂)T = 	

1
n
` 	a𝑇)b − 𝑇Tbc

n
k=1   (12) 

 
 Eq. 12 is used to calculate the clock offset error. Here x 
and y are two receiver, n is a number of broadcast message.  
 Clock skew error value is described in (k – 1). Clock skew 
value is derived from two nodes when delay (i,j) occurred in 
transmission process.  Eq. 13 is used to calculate the sensor 
node clock skew error.    
  
  
Clock	skew	error	Si	 = )e(Df)V)e(DfgW)

)"(Df)V	)"(DfgW)
   (13) 

 
 Eq. 14 is used to calculate the clock synchronization 
error. 
 
Clock	synchronization	error	𝐶T(t) 	= 		𝑂)T + 𝑆)T	. 𝐶)(𝑡)   (14) 
 
 Eq. 15 is derived from Eq. 12 and 13. 
 

Cy(t) 	= 	 1
n
j 	(𝑇)b − 𝑇Tb)

)e(Df)V)e(DfgW)
)"(Df)V	)"(DfgW)

n

k=1
. 𝐶)(t)  (15) 

 
 Eq. 16 is derived from Eq. 15 and Δ is considered as clock 
offset error. 
 

𝐶T(t) 	= 	
.
k
j 	Δ + )e(Df)V)e(DfgW)

)"(Df)V	)"(DfgW)
		.		𝐶)	(t)

k

mn.
  (16) 

 
 Eq. 17 is used to calculate the LCM for before 
compensating synchronization error. 
 
Clock	value	C	(t) 	= 	lcm	(𝑥D., 𝑦D/)   (17) 
 
 PI method applied in Eq. 18 and 19. These Equations are 
used to compensate the synchronization error. ey(t) is a 
synchronization error compensation. 

Start 

Node creation 

Cluster formation 

Mobility node consideration 

Cluster Head (CH) selection 

Best route 
selection 

Synchronize the packet 
among selected route 

Calculate the sensor node 
time for synchronization 

Calculating propagation delay 

Synchronization error 
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using PI controller 
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𝑒T(t) 	= 	 𝑡T	(t)	–	𝑡)	(t)	. x	(t)   (18) 
 
 Synchronization error for each clock time interrupt is 
considered as i, j.  
 

𝑒T	(𝑡) 	= 	𝐾"	∫ 	𝑒e(t)	dt	–	𝐾v	𝑒"	(t)   (19) 
 
 Adjustment of the clock offset and clock skew value is 
used for efficient synchronization over the sensor network. 
Eq. 20 used to calculate the LCM for after compensating 
synchronization error. 
 
Clock	value	C	(t) 	= 	lcm	(𝑥D., 𝑦D.)   (20) 
 
 The proposed EPILCM protocol allows the nodes to attain 
the clock synchronization time by calculating propagation 
delay, compensating the clock offset and clock skew of the 
entire network. 
 
3.2.1. Energy Based Proportional - Integral (EPI) method  
The EPI method is used to compensate the invariance of 
synchronization clock error time in sensor nodes. The 
synchronization error is mainly considered for efficient clock 
synchronization in WSNs. This proposed method is used to 
compensate the clock parameters based on PI-Controller. In 
EPI, proportional denotes for (P) and integral denotes for (I). 
P is used to compensate the clock offset inaccuracy and I is 
used to compensate the clock skew inaccuracy in the sensor 
networks. The aim of the proposed protocol is to reduce the 
synchronization error over the network.  
 This section, describes the EPI protocol performance for 
calculating inaccuracy and compensating the clock 
parameter. Initially the synchronization error will be constant 
for the sensor node. After calculating the propagation delay, 
the delay will be considered as a synchronization error. For 
compensating the synchronization error EPI protocol were 
used.   
 The synchronization error period initially is considered as 
constant. Synchronization error will be calculated using 
sensor target value and sensors reading value. For example 
actual packet receiving time is 12:00:00 and sensor reading 
time for received packet time is 11:58:43 or 12:08:23, then it 
indicates there is a change due to environmental conditions 
and propagation delay occurrence. Eq. 21 is applied for 
calculating synchronization error.    
 
Synchronization	error	 = 	Target	time −
	Sensor	reading	time	     (21) 
 
 After calculating the synchronization error, the EPI 
method is performed for compensating the clock invariance. 
Eq. 22 is  formula of Proportional Integral 
 
P	 = 	P	 + 	I	(1	/	S)																																								  (22) 
 
 The proportional method is used to compensate the clock 
offset for synchronized nodes. The clock offset calculation is 
done using Eq. 23. The Proportional method, Kp is denoted as 
coefficient of proportional value. 
 
Proportional	 = 	𝐾v 	∗ 	Synchronization	error (23) 
 
 The integral method is used to compensate the clock skew 
for synchronized nodes. The integral method is used to 
calculate the clock skew. The clock skew calculation is done 

using the integral method based on Eq. 24 where Ki is denoted 
as coefficient of integral value. 
 
Integral	 = 	𝐾v 	∗ 	Synchronization	error	 +	𝐾"	 (24) 
 
 Here, to calculate the accurate clock value, and to 
compensate the clock value, P and I parameters are used. This 
approach is based on energy for calculating the inaccuracy of 
clock offset and clock skew.  
 The clock parameter invariances compensation is mainly 
used to consensus the synchronization over the entire 
network. The EPI method reduces the clock invariance in the 
sensor networks. The clock parameters compensation is 
performed based on the consensus synchronization.  
 
3.2.2. Energy Based Least Common Multiple (ELCM) 
method 
ELCM method is used to transmit the packet over the sensor 
nodes for efficient synchronization. Clock synchronization is 
an important fact in sensors for sending the packet to the base 
station. The clock will be focused when this sensor senses, 
monitors and detects the data constantly and periodically 
communicate to the appropriate environment. Here Least 
Common Multiple (LCM) method is used for energy based 
consensus clock synchronization approach. For better 
synchronization of the packet transmission to the base station; 
among the sensor node the clock parameter values are 
compensated before and after using LCM. 
 Considering the compensated value for efficient 
transmission in the sensor nodes, clock parameters value is 
denoted as CBC before compensating clock parameter values 
and CAC denote the clock after compensating clock values. 
 
Synchronization	time	 = 	lcm	(𝐶{|, 𝐶}|)           (25) 
 
 The synchronization messages are caused by some delay, 
this delay will occur before it reaches the destination. The 
ELCM method is mainly used to send packets to the base 
station at correct clock time. Eq. 25 is used to communicate 
among sensor nodes for efficient consensus based 
synchronization.   
 The proposed EPILCM protocol is used to reduce the 
propagation delay, clock parameter inaccuracy error and 
communication overhead among the sensor node in the entire 
network and also the clocks are synchronized, which reduces 
packet loss and reliability in sensor network.  
 
3.3 Weighted Based Least Common Multiple (WLCM) 
The weighted based approaches are used for clock 
synchronization in sensor network, which achieve 
synchronization over the network. This protocol does not 
consider energy techniques and clock parameters are not 
compensated during packet communication. The propagation 
delays are sometimes constant for adjusting the clock rate, 
which leads clock inaccuracy to be minimum while packet 
transmission. This method was performed using weighted 
based approaches for packet transmission. Fig 3 shows the 
flowchart of WLCM protocol performance. 
 The node x is transmitting the synchronization message 
and it has the local timestamp denoted as Tx(t), the time-
stamped value is compared to reference clock value which is 
denoted as Cx(t). The node x transmits the message, delay will 
occur while packet synchronization. The synchronization 
error will be calculated and compared with the sender time to 
their own reference clock time. Receiver node y observe the 
arrival of local clock time value which is denoted as Ty(t). 
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This value is compared as the reference clock time Cy(t). The 
arrival time stamp value is subtracted from the own reference 
clock time to adjust the neighbor node time.  
 

 
Fig 3. Illustration of WLCM protocol 
 
 The WLCM protocol has some difficulties for efficient 
packet transmissions in sensor networks. This protocol does 
not consider any reference clock time for accurate time 
calculations and residual energy for packet transmission. It is 
performed based on the weight of the packet which is used for 
the transmission in sensor networks. The sensor nodes clock 
time synchronization rarely calculates the synchronized 
packet. To overcome these difficulties EPILCM is proposed 
for clock synchronization in sensor networks. 
 Here the EPILCM synchronization protocol and WLCM 
synchronization method is calculated for the accurate clock 
offset and skew difference, synchronization error variance, 
propagation delay time and packet communication overheads.  
 
 
4. Simulation Result and discussion 
 
This section discusses the analysis and design of EPILCM 
protocol and WLCM protocol. This simulation result shows 
the performance of EPILCM protocol and WLCM protocol in 
terms of clock parameter invariance, synchronization error, 
communication overheads, and propagation delay.  
 The proposed EPILCM was simulated using MATLAB 
and SIMULINK. Here 100 sensor nodes are considered in a 
sensor network fields. Tab 2 shows the simulation parameter 
of EPILCM protocol. 
 
Table 2. Simulation parameters of EPILCM 

Parameters Values 

Number of sensor nodes 
Number of rounds 
Deployment of sensor nodes 
Sensor field environment 
Initial Energy (E0) 

100 
9000 
Random 
100*100m 
0.5J 

Advanced nodes initial energy 
The Energy of Data collection (EDA) 
Probability (p) 

E0(1+a) 
5 Jn/bit/signal 
 
0.1 

 
 The EPILCM clock synchronization protocol is used 
efficiently for synchronizing among two sensor nodes and to 
transmit packet to the base station efficiently.  The EPILCM 
protocol calculates the synchronization error of different 
nodes and communications is done between the nodes.  
 Simulation results compare the performance of EPILCM 
with WLCM at the network level. The proposed EPILCM 
performs better than the WLCM. Tab 3 shows the simulation 
parameter of WLCM protocol. 
 
Table 3. Simulation parameters of WLCM 

Parameters Values 

Number of sensor nodes 
Number of rounds 
Deployment of sensor nodes 
Sensor field environment 
Size of the packet 

100 
9000 
Random 
100*100m 
500Byte 

 
 The simulation result discusses the synchronization error 
variance during the probability of the packet loss.  The below 
clock synchronization figures show the comparison of 
EPILCM and WLCM protocols. The figures (4 - 8) x - axis 
denotes the time series and y- axis denotes the signal values. 
 Clock synchronization delay may occur while 
transmitting the packet. The Propagation delay is calculated 
in network synchronization and propagation delay is 
calculated when packet transmission is done to compensate 
the clock parameter performance. The EPILCM propagation 
delay signal value ranges from 0 to 23204e-04 and WLCM 
propagation delay signal value ranges from 0 to -1.1602e-04. 
The sensor nodes propagation delay calculations are based on 
equation 6. Fig 4 shows the propagation delay comparisons of 
EPILCM and WLCM protocols. 

 
Fig 4. Comparison of propagation delay rate 
 
 The insecurity of message time delay is the main issue of 
synchronization error. The synchronization error is estimated 
by the total time delay of messages in the sensor network. The 
synchronization error calculation is based on variation of the 
clock parameter values. The input values are randomly taken 
from the time intervals. The synchronization error calculation 
in EPILCM protocol is based on the packet transmission from 
cluster member to base station. Fig 5 shows the 
synchronization error rate comparisons of EPILCM and 
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among sensor nodes 

Calculate the LCM for every set of 
cluster member 

Send the data to the base station 

Stop 

Start 
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WLCM protocols. The clock synchronization error rate obtain 
based on clock invariance using Eq. 21. The EPILCM 
synchronization error signal value ranges from 0 to -1.1602e-

04 and WLCM synchronization error signal value ranges from 
0 to 1.1602e-04.  
 

 
Fig 5. Comparison of clock synchronization error rate 
 
 
 Clock offset parameter value is calculated based on the 
clock inaccuracy. Fig 6 shows the clock offset rate 
comparisons of EPILCM and WLCM protocols. The 
EPILCM clock offset signal value ranges from 0 to -28630e-

04 and WLCM clock offset signal value ranges from 0 to -
7.1574e-04. It is observed that EPILCM protocol dynamically 
reduced the clock offset due to the usage of proportional 
techniques in EPI protocol. 

 
Fig 6. Comparison of clock offset rate  

 
Fig 7. Comparison of clock skew rate 
 
 

 The clock frequency difference between the 
synchronizing nodes is called clock skew. Clock skew rate is 
calculated based on the clock frequency invariance. Fig 7 
shows the clock skew rate comparisons of EPILCM and 
WLCM protocols. In proposed technique EPI method is 
compensating the clock skew value. The EPILCM clock skew 
signal value ranges from 0 to 1.1602e-04 and WLCM signal 
value clock skew ranges from 0 to 2.3204e-04. It is observed 
that EPILCM protocol reasonably reduced the clock skew due 
to the usage of integral techniques in EPI protocol. The clock 
parameter inaccuracy is calculated based on varying the clock 
skews invariance rate.  
 EPILCM protocol achieves clock synchronization time by 
transmitting N number of packets. Fig 8 shows the 
communication overhead comparisons of EPILCM and 
WLCM protocols. The EPILCM communication overhead 
signal value ranges from 0 to 1.8990e-04 and WLCM 
communication overhead signal value ranges from 0 to 
2.1100e-04.  The ranges shows EPILCM communication 
overhead is less compared to WLCM. The EPILCM protocol 
reasonably reduced the communication overhead due to the 
usage of proportional and integral techniques in EPILCM 
protocol. 

 
Fig 8. Comparison of communication overheads 
 The simulation results describe the performances of 
EPILCM and WLCM protocols. The compared results are 
obtained for the time interval. The EPILCM protocol reduces 
the synchronization error, propagation delay, communication 
overheads, and clock parameter inaccuracy than the WLCM 
protocol. The proposed EPILCM protocol provides the 
efficient synchronization over the networks. 
 
 
5. Conclusion  
 
Routing and synchronization scheme is the energy 
consumption critical issues in WSNs. The proposed EPILCM 
protocol for clock synchronization is a consensus energy 
based method, where the sensor nodes are synchronized based 
on the EPI and ELCM method. Based on the routing 
technology, synchronization was carried at two levels. At the 
first level, the clock parameter time will be compensating for 
synchronization. At second level consensus based 
synchronization method was used for efficient 
synchronization. EPILCM protocol is used to reduce the 
synchronization error, propagation delay, and communication 
overhead among the sensor nodes. The WLCM protocol for 
clock synchronization is developed based on weight. 
EPILCM and WLCM are compared and result shows 
EPILCM outperforms WLCM. Further research would be 
focused on calculating energy consumption rate and clock 
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inaccuracy rate for both intra cluster and inter cluster routing 
for efficient synchronization and for achieving better 
accuracy in clock parameters. 
 

This is an Open Access article distributed under the terms of the Creative 
Commons Attribution License  
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