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Abstract 
 

Water bursting in mines remains one of the major disasters that threatens safe coal production. The traditional detection 
techniques of water-rich regions in mines can no longer meet new safe production standards and requirements. To solve 
the constraints on the selection of traditional finite-difference time-domain (FDTD) step length by the Courant–
Friedrichs–Lewy stability condition, the unconditional stability Crank–Nicolson FDTD (CN-FDTD) algorithm was 
introduced into the detection of underground total space, aiming to further increase calculation speed and detection 
accuracy. The boundary condition of the perfectly matched layer (PML) and numerical stability condition for mine 
detection were analyzed by studying the basic principle of CN-FDTD. Meanwhile, a detection model of underground 
water-rich regions was constructed. Influences of excitation function, frequency of excitation source, distance between 
the anomalous body and the interface, and size of the anomalous body on water-rich region detection were analyzed 
through Wavenology EM and MATLAB simulation by using the forward algorithm. Results demonstrate that given the 
same conditions, the Ricker wavelet excitation source has better detection effect than the Blackman-Harris Window 
(BHW) Function, Gaussian and Delta excitation sources. When the anomalous body is 70 m away from the interface, the 
excitation source with a central frequency of 15 MHz is the best detection frequency. In addition, forward modeling 
reveals that when the anomalous body is 50 m away from the interface, the echo signals of a 3 cubic metres anomalous 
body could still be detected clearly. Theoretically, the existence of an anomalous body can be determined through this 
echo signal, and its location can be determined through imaging. The study verifies the effective application of CN-
FDTD in water-rich region detection in mines. In addition, CN-FDTD solves the constraints of traditional FDTD by 
stability condition and increases the accuracy of water-rich region detection in mines. This study provides certain 
theoretical references for the accurate detection of water-rich anomalous bodies in mines. 
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1. Introduction 
 
Currently, water-bearing fault, water inrush from hidden 
collapse columns, and water inrush from gob areas are major 
threats to safe productions in mines. Therefore, the accurate 
and rapid detection of hidden water-rich regions in mines is 
important. Currently, the major detection methods that are 
used to detect hidden water-rich regions in mines are the 
direct current method, audio scenography, transient 
electromagnetic method (TEM), and hybrid source 
electromagnetic method. However, these methods have 
varying degrees of limitations on detection depth, accuracy, 
and speed [1, 2]. To analyze the electromagnetic properties 
in water-rich regions in mines, a high-efficiency detection 
method of water-rich regions was improved for three-
dimensional (3D) forward modeling of total space on the 
basis of the TEM. This method can recognize the position of 
the source of water inrush and effectively prevent accidents 
related to water inrush in mines [3]. 

On the basis of TEM, the study on one-dimensional (1D) 
forward and inversion modeling is relatively mature. 
However, studies on 3D forward and inversion modeling and 

imaging of underground total space are few. Only few 
forward and inversion models on 3D time domain are 
applied to industrial production [4]. A conjugate gradient 
method for 3D inversion based on TEM was proposed by 
Haber et al. [4-5]. A 3D forward and inversion modeling 
was studied by Deng Xiaohong to narrow the spatial range 
of inversion modeling and shorten its  calculation time [4][6]. 
With an inversion modeling program based on the total 
space particle swarm optimization developed, the 
underground TEM in mines was studied by Cheng Jiulong, 
which effectively increased the accuracy of total space 
detection [4][7]. The quasi-seismic skewing aperture 
imaging was investigated by Li Xiu, which detected the 
approximate geometric morphology of anomalous bodies 
[4][8]. The above-mentioned studies are based on traditional 
finite-difference time-domain (FDTD). The selection of the 
time step length in FDTD is restricted by stability condition. 
In other words, the selection of time step length is related to 
spatial step length. However, the operation efficiency during 
3D total space simulation in underground mines is decreased, 
thus failing to realize the accurate detection of position and 
water volume in water-rich regions. Hence, optimizing and 
improving an unconditionally stable electromagnetic 
computing method is necessary [3-11]. 

In this study, the Crank–Nicolson FDTD (CN-FDTD) 
algorithm is introduced into the underground TEM. An 
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underground water-rich region model is constructed to 
determine the effects of excitation function, frequency of 
excitation source, distance between the anomalous body and 
interface, and size of the anomalous body on forward 
modeling results. The results provide theoretical references 
for water-rich region detection in mines. 
 
 
2. State of the Art  
 
Several studies on TEM worldwide proved the wide 
application of TEM in the detection of underground water-
rich regions.  Based on the original TEM technology, the 
water-conducting and water-bearing structures with different 
morphologies at various spatial positions were simulated by 
Xiuju Xing et al using 3D physical simulation technology, 
with the fixed-point 3D advanced detection technology 
designed.. The 3D spatial distribution characteristics of 
apparent resistivity were analyzed [10]. A ground-
underground double source 3D TEM method that combines 
ground loop emission only and underground overlapping 
loop emission-acceptance was proposed by Haoli Xu, which 
increased the detection depth [11]. Using the 3D FDTD 
method based on Yee grids applied and the traditional 
Dirichlet boundary conditions replaced by the convolutional 
perfectly matched layer (CPML), the diffusion law of total 
space transient electromagnetic field and transient 
electromagnetic response law in water-rich regions in mines 
were analyzed by Jianghao Chang [12]. The multi-
perspective detection for single measuring point was 
designed by Jingcun Yu et al. with the “sector scanning” 
technique of TEM applied, thus enabling to determine the 
position of water inrush source and direction of water supply 
on coal face [13]. The water enrichment close to the working 
face was discussed by Guozhi Tian using complex 
geophysical prospecting techniques. The anomalous region 
was delineated according to the contour map of apparent 
resistivity at the seat floor. Moreover, changes in electric 
properties along the geophysical prospecting direction were 
interpreted by combining geographical data. Finally, the 
water enrichment on the seat floor was delineated [14]. With 
the single transmitting coil excited and the relative position 
of receiving coil changed, an underground TEM advanced 
geology-geophysics detection model was constructed by 
Guangbo Zhang. The model was used for the physical 
simulation of typical water-rich regions in mines and was 
verified by combining the underground test [15]. With the 
water-rich zoning at the roof of the first working face 
detected through transient electromagnetic prospecting in 
mines, the high reliability of transient electromagnetic 
prospecting and Dupuit’s equation on water-rich detection 
and calculation of water inflow on the roof of the working 
face were proposed by Wengao Hou et al. [16]. On the basis 
of summary and analysis of the FDTD algorithm, the 
unconditional stability Crank–Nicolson (CN) algorithm with 
high calculation efficiency and high accuracy for anisotropic 
magnetic plasma medium was proposed by Yongjia Zhuang 
[17]. The transient electromagnetism numerical simulation 
method in total space was studied by Zhihai Jiang et al. with 
the diffusion of the transient electromagnetic field mainly 
controlled by low specific resistance [18]. With a model of 
dynamic responses of underground tunnel constructed by 
Jingcun Yu et al. using the FDTD method, the horizontal 
component was proposed as one new method to process and 
explain dynamic data of mines [19]. The unconditional 
stability CN-FDTD-PML algorithm that can be solved 

efficiently was studied and proposed by Haolin Jiang, which 
increased the calculation efficiency [20-21]. C.T. Schroder 
et al. investigated the propagation of elastic waves on 
ground [22]. An algorithm that got solution by the FDTD 
method on a certain frequency was proposed by Fatih 
Kaburcuk [23-25]. CN-FDTD was applied to analyze the 
stability and dispersity of a multi-conductor transmission 
line by Babak Honarbakhsh et al. [26]. On the basis of the 
literature review, CN-FDTD has not been applied for 3D 
electromagnetic surveying in underground total space. Given 
the low resistance object at one side of the tunnel, the 
traditional FDTD algorithm and design are influenced by the 
total space effect. The exciting loop may produce low-
resistance exceptional response on the other side of the 
tunnel. Occasionally, the test might be restricted by tunnel 
conditions [27-32]. In this study, the traditional FDTD and 
CN theory are combined to realize unconditional stability. 
For the first time, the CN-FDTD electromagnetism 
algorithm is introduced into mine detection and 3D total 
space modeling as well as forward modeling on water-rich 
regions, including water-bearing fault, hidden collapse 
columns, and water inrush from gob areas. 

The remainder of this study is organized as follows. 
Section 3 shows the basic principle of CN-FDTD and 
analyzes PML boundaries and numerical stability conditions. 
Section 4 constructs a water-rich region detection model in 
mines. Meanwhile, the influences of excitation function, 
frequency of excitation source, distance between the 
anomalous body and interface, and size of the anomalous 
body on forward modeling results are analyzed using a 
forward modeling algorithm to verify the feasibility of CN-
FDTD in water-rich region detection in mines. Section 5 
provides the conclusions. 
 
 
3. Methodology 
 
3.1 Basic principle of CN-FDTD 
The CN theory is an unconditional stability finite difference 
method that was proposed by John Crank and Phyllis 
Nicolson. It is used for the numerical calculation of heat and 
similar partial differential equations. It is a second-order 
method on time domain. The CN theory is hidden in time 
and can be written as the implicit Runge–Kutta method. 
Moreover, it is stable in term of numerical value [33, 34]. 

For the rectangular difference grids in the CN-FDTD 
algorithm, components E and H on any one spatial grid are 
considered similar to those in the traditional FDTD 
algorithm. The central difference scheme was used in spatial 
partial difference, which was also applied to the time partial 
difference term on the left of the discrete Maxwell equation. 
However, attention shall be paid to the right term of the 
equation, which applies the mean of the spatial central 
difference at n and n+1. The CN-FDTD and traditional 
FDTD algorithms are mainly different in term of time 
discretization on the right side of the Maxwell equation. [33, 
34] A 1D thermodynamic equation was first introduced. The 
heat conduction equation (or heat equation) is an important 
partial differential equation. It describes how temperature in 
one region changes with time: 

2

2

x

uc
t
u

∂

∂
=

∂

∂                                                                          (1) 

where u  is the temperature at one space joint of time 
and c  is a constant parameter related to temperature. 
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If the forward difference approximation of the time 
derivative in the 1D heat equation is substituted by backward 
difference and the central difference approximation of 
spatial derivative is always applied, the heat conduction 
equation can be rewritten as 
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where 1,...,3,2,1 −= Ni  represents space information; 
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Where 
( )2x
tcr

Δ

Δ
= . Given that each equation has three 

unknown terms, the solution is an implicit one. 
The forward difference in Eq. (2) is substituted by a 

backward difference. In addition, the central difference 
between Eq. (2) and the equation at the next moment is 
calculated, obtaining the following: 
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This is the CN equation. 
Take the calculation of the electric field intensity ( )xE  

along the x-axis in the 3D FDTD of the Maxwell equations 
for example: 

 

∂E
x

∂t
=

1
ε

∂H
z

∂
y
−
∂H

y
∂
z

⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

                                           (5) 

Eq. (5) is extended to 
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The forward difference in the form of the next moment 
in Eq. (6) is replaced by the backward difference. Besides 
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the central difference between Eq. (6) and the equation at 
the next moment is 
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The backward difference of Eq. (7) at the next moment is 
replaced by the forward difference, obtaining the following: 
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Finally, Eqs. (7) and (8) are combined, and the central 
difference is selected: 

    

 

E
x
n+1−E

x
n

dt
=

1
ε

H
z
n+1 i+ 1

2
, j+ 1

2
,k

⎛

⎝
⎜

⎞

⎠
⎟+H

z
n i+ 1

2
, j+ 1

2
,k

⎛

⎝
⎜

⎞

⎠
⎟−H

z
n+1 i+ 1

2
, j− 1

2
,k

⎛

⎝
⎜

⎞

⎠
⎟+H

z
n i+ 1

2
, j− 1

2
,k

⎛

⎝
⎜

⎞

⎠
⎟

2dy

⎡

⎣

⎢
⎢
⎢
⎢

−

H
y
n+1 i+ 1

2
, j,k+ 1

2
⎛

⎝
⎜

⎞

⎠
⎟+H

y
n i+ 1

2
, j,k+ 1

2
⎛

⎝
⎜

⎞

⎠
⎟−H

y
n+1 i+ 1

2
, j,k− 1

2
⎛

⎝
⎜

⎞

⎠
⎟+H

y
n i+ 1

2
, j,k− 1

2
⎛

⎝
⎜

⎞

⎠
⎟

2dz

⎤

⎦

⎥
⎥
⎥
⎥

  (9) 



Feng Tian, Lingzi Ma and Yuanguo Zhou/Journal of Engineering Science and Technology Review 12 (1) (2019) 203 - 212 

 206 

Eq. (9) can be rewritten as follows: 
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Eq. (10) is deduced from twice central differences with 
combination of the CN theory. 

Then, the numerical equation of the FDTD method of the 
3D total space electromagnetic field based on the CN theory 
can be expressed as follows: 
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where tΔ  is the time step length. dx , dy , and dz  are 
the size of the spatial grids along the x-, y-, and z-axes. i , j , 
and k  are the number indexes of integer cells. Lastly, n is 
the time step length [33-35]. 
 

3.2 PML boundaries 
The space for the time-domain difference problem is also 
limited due to the limited calculation and memory space. 
Electromagnetic calculation in underground total space 
requires truncation by special boundary conditions. In the 
present study, the PML is selected. PML is a special medium 
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with limited thickness, which covers the space for computer 
and creates a wave-matching condition on the basis of a 
virtual constitutive parameter. Such matching condition is 
unrelated with wave frequency and angle of incidence of 
boundary conditions. 

The 3D PML matching condition is given as follows: 

000000 µ
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where pexσ , peyσ , pmxσ , and pmyσ  are specific and 

magnetic conductivities, which are introduced in the 
equation. 

Compared with other boundary adsorption conditions, 
the PML boundary condition has the following advantages: 

(1) When calculating the value of the PML boundary 
region, only the electric and magnetic field values of the 
boundary region have to be updated. However, the value of 
the entire grid region does not need to be updated. 

(2) The boundary attenuation layer can be set flexible at 
the PML boundary. In other words, there are only forward 
and backward attenuations along the x direction, only left 
and right attenuations along the y direction, and only upper 
and lower attenuations along the z direction. However, 
attenuations exist in the angular point region along the x, y, 
and z directions. 
 
3.3 Numerical stability conditions 
The FDTD algorithm must meet certain numerical stability 
conditions to calculate the electromagnetic properties of 
underground water-rich regions. Over time, the time step 
( )tΔ and space step lengths ( )zyx ΔΔΔ ,,  must meet Eq. (13). 
Among them, Δt is the time step length and xΔ , yΔ , zΔ are 
the minimum grid sizes along the x, y, and z directions, 
respectively. 
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This equation is the relation that the space and time 
discrete intervals must meet, that is, the Courant stability 
condition. 

In the FDTD algorithm under 3D conditions 
( )δ=Δ=Δ=Δ zyx , Eq. (13) can be simplified as 
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The traditional FDTD algorithm solves the Maxwell 

differential equation by the classical explicit difference 
scheme, and its operation time step length is restricted by the 
Courant–Friedrichs–Lewy (CFL) stability condition. This 
implies that the selection of the time step length is 
determined by the size of the spatial dispersion grid. In 
addition, the space step length must be far shorter than the 
working wavelength. In particular, the space step length 
must be small enough to obtain the electromagnetic 
characteristics of fine structures accurately during simulation. 
Moreover, the time step length is suggested to be very small 
to ensure the stability of the solution, thus increasing the 
total computation time. However, this process cannot be 
realized at times. As an unconditional stability 3D FDTD 
algorithm, the CN-FDTD algorithm is based on the CN 

difference scheme, and each time step can be accomplished 
in one process. Numerical simulation results prove that the 
CN-FDTD algorithm can maintain good calculation 
accuracy when the time step length is significantly longer 
than that under conditional stability [36-38]. 

 
 

4 Result Analysis and Discussion 
 

4.1 Experimental design 
The heading face of the underground tunnel was constructed 
as a total space region. There’s a fault water-rich zone in the 
unmined region in the directly ahead side. The water-bearing 
fault model is shown in Fig. 1. 
 

 
Fig. 1 Physical model of water-bearing fault 
 

During simulation, all underground media except water 
are hypothesized as isotropic homogenous semi-infinite 
continuous space. The dielectric constants of air and 
underground media are 1 and 4, respectively. The dielectric 
constant of water is 81, and its conductivity is 2. The 
interface division is located at 35 m of the y-axis, and the 
sources are arranged in a cyclic square with a side length of 
1 m. A total of 40 square sources are formed at an interval of 
0.1 m, which are located 5 m behind the interface and 
parallel to the XOZ coordinate plane. Similarly, observers 
are also arranged in cyclic squares with a side length of 2 m. 
A total of 80 square observers are set at an interval of 0.1 m, 
which are on the layer interface and parallel to the XOZ 
coordinate plane. The anomalous body is parallel to the 
XOZ coordinate plane. Water is the medium, and PML is 
used as the boundary condition. 
 
4.2 Analysis of simulation results 
 
4.2.1 Effects of excitation function on forward modeling 
To study the effects of excitation function on forward 
modeling, the dielectric constant, resistance value, and 
central frequency (15 MHz) are fixed. In this case, the 
forward modeling results are only influenced by one variable 
(excitation function). The physical size of the total space is 
100*150*80 (m) and the anomalous body is 70 m away from 
the interface. The gridding plot is set to 100*150*80. The 
forward modeling results of different excitation function are 
shown in Fig. 2. 
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(c) Gaussian 
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(d) Delta 

Fig. 2 Forward modeling of different excitation functions 
 
Response characteristic spectra of the anomalous body 

under four excitation functions are compared. Results reveal 
that the signal of the anomalous body can be detected by 
three excitation functions. However, delta forward modeling 
fails (Fig. 2(d)), and the accurate position of the anomalous 
body cannot be displayed by the waveform. The direct wave 
of BHW shows large amplitudes accompanied by a serious 
trailing phenomenon of the anomalous body. The Ricker and 
Gaussian response characteristic spectra have good effects as 
manifested by explicit direct and reflected waves of the 
anomalous body. The proportions of the reflected and direct 
waves of the anomalous body are 6.3% and 7.0%, 
respectively. However, the amplitude of the Ricker direct 
wave is approximately 4.5% smaller than that of the 
Gaussian direct wave. In summary, Ricker is more 
applicable to be an excitation source. 

 
4.2.2 Effects of excitation source frequency on forward 
modeling 
To study the effects of central frequency on forward 
modeling, dielectric constant, resistance value, and 
excitation function are fixed. Therefore, the forward 
modeling results are only influenced by one variable, namely, 
central frequency. In this case, the physical size of the total 
space is 100*150*80 (m), and the anomalous body is 70 m 
away from the interface. The gridding plot is set to 
100*150*80. The forward modeling results under different 
central frequencies are shown in Fig. 3. 
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(a) 10.4 MHz 
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(b) 13 MHz 
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(c) 19.5 MHz 
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(d) 26 MHz 
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(e) 32.5 MHz 
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(f) 39 MHz 

Fig. 3 Forward modeling results under different central frequencies 
 
The response characteristic spectra of the anomalous 

body to different frequencies of the Ricker source are 
compared. All four frequencies of the Ricker source can 
detect signals from the anomalous body. With the increase 
of the central frequency of the Ricker source, the amplitude 
of the direct wave decreases first and then increases, 
accompanied by the trailing phenomenon. When the central 
frequency is increased to 32.5 MHz and 39 MHz, the 
characteristic curve of the signal of the anomalous body 
becomes fuzzy, and the reflected wave of the anomalous 
body becomes extremely lengthy with low amplitude. 
Multiple waves occur in the simulation results (Fig. 3(e) and 
(f)). Multiple waves may seriously disturb the judgment of 
the anomalous body. With the decrease in frequency, the 
characteristic curve becomes increasingly clear. However, 
the forward modeling results are not negatively correlated 
with frequency. According to the analysis on forward 
modeling waveform under different Ricker central 
frequencies, the amplitudes of the reflected wave of the 
anomalous body at 10.4 and 26 MHz (a serious interference 
of multiple waves occurs at frequencies of 32.5 and 39 MHz) 
are 3.4, 3.7, 3.5, and 2.7 V/m. This finding reflects that the 
amplitude of the transmitting wave of the anomalous body 
increases first and then decreases with the increase in 
frequency. The time to detect the target anomalous body 
decreases with the increase in frequency, indicating the high 
propagation speed of electromagnetic waves in coals. 
According to previous studies, a high frequency may bring 
large dielectric loss, increased energy attenuation, and short 
detection distance. 

 
4.2.3 Effects of distance between anomalous body and 
interface on forward modeling 
To study the influence of distance between the anomalous 
body and interface on forward modeling, dielectric constant, 
resistance value, and excitation function are fixed. The 
forward modeling results are only affected by one variable 
(distance between the anomalous body and interface). In this 
case, the physical size of the total space is 100*300*80 (m). 
The central frequency of the Ricker source is set to 15 MHz, 
and the gridding plot is 100*300*80. The forward modeling 
results under different distances between the anomalous 
body and interface are shown in Fig. 4. 
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(c) 15 m 
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(d) 20m 
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(f) 80m 

0 1000 2000 3000 4000 5000-60

-40

-20

0

20

40

Time(ns)

Ez
(V

/m
)

Observe Ez transient

 

 

obs1
obs2
obs3
...
obs78
obs79
obs80

 



Feng Tian, Lingzi Ma and Yuanguo Zhou/Journal of Engineering Science and Technology Review 12 (1) (2019) 203 - 212 

 210 

(g) 100 m 
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(h) 200 m 

Fig. 4 Forward modeling under different distances between the 
anomalous body and the interface 

 
The response characteristic spectra of the anomalous 

body to different distances between the anomalous body and 
interface are compared. The findings show that the signal of 
the anomalous body can be detected under all seven 
distances. With the increase in distance between the 
anomalous body and interface, the amplitude of the direct 
wave remains basically the same. The amplitudes of the 
reflected wave of the anomalous body when the distance 
ranged from 10 m to 200 m are 20, 15, 12, 5, 3, 2.5, and 2 
V/m, which reflect the basically negative correlation 
between the intensity of the transmitting wave of the 
anomalous body and the distance between the anomalous 
body and the interface. As the distance between the 
anomalous body and the interface decreases, detecting the 
anomalous body in water-rich regions becomes easier. 
However, there is a certain blind area against detection, that 
is, the critical value of distance. In this simulation, the 
critical distance is 10 m. The time to detect the target 

anomalous body increases with the increase in distance 
between the anomalous body and interface. The reflected 
wave of the anomalous body begins to develop the trailing 
phenomena when the distance is farther than 80 m. However, 
it can still judge the position of the anomalous body. 
Therefore, the relative distance between the anomalous body 
and the interface can significantly influence the detection of 
the anomalous body. 

 
According to the propagation law of the electromagnetic 

wave in lossy medium, the calculation formula of the 
propagation speed of the electromagnetic wave in coal can 
be gained: 
 

r

cv
ε

=                                                                         (15) 

 
where v  is the propagation speed of the electromagnetic 

wave in coal, c  is the speed of light, and rε  is the dielectric 

constant of coal. 
Fig. 4 shows that the position of the anomalous body can 

be acquired by multiplying the propagation speed of the 
electromagnetic wave in coal by half time of the forward 
modeling wave (the propagation time of the electromagnetic 
wave is a round trip time; here, only the half time is needed). 
The positioning results of the anomalous body are shown in 
Table 1. 

 
Table 1. The positioning results of the anomalous body 

Model 

Analytical value (m) True value (m) 

Absolute error (m) Absolute error (m) Distance between 
anomalous body and 
interface 

Distance between 
anomalous body and 
interface 

c 15.075 15 0.075 0.50 
d 19.875 20 0.125 0.63 
e 49.500 50 0.500 1.00 
f 79.125 80 0.875 1.01 
g 99.375 100 0.625 0.63 
h 200.625 200 0.625 0.31 

 
4.2.4 Effects of size of the anomalous body on forward 
modeling 
To study the influences of size of the anomalous body on 
forward modeling, dielectric constant, resistance value, 
excitation function, and central frequency are fixed. The 
forward modeling results are only affected by one variable 
(size of anomalous body). In this case, the physical size of 
the total space is 50*80*30 (m), the central frequency of the 
Ricker source is set to 15 MHz, and the anomalous body is 
50 m away from the interface. The gridding plot is set to 
50*80*30. The forward modeling results under different 
sizes of the anomalous body are shown in Fig. 5. 

The response characteristic spectra of the anomalous 
body to different sizes of the anomalous body are compared. 
The results show that the minimum physical size of the 
anomalous body that can be detected currently is 3*0.5*2 
(m), which indicates that 3 m3 of water causes no threats to 
the headwork. With the increase in the physical size of the 
anomalous body, the amplitude of the reflected wave 
increases accordingly. The amplitudes of the reflected wave 
are 0.42, 0.64, 0.66, and 0.67 v/m when the physical size of 
the anomalous body ranges from 3 m3 to 8 m3. In other 
words, the intensity of the reflected wave of the anomalous 
body is positively related to the volume of the anomalous 

body. The current anomalous body is located 50 m behind 
the interface, and the water volume that can be detected is 3 
m3. 
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(b) 3*0.5*3 
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(c) 3*0.5*4 
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(d) 4*0.5*4 

Fig. 5 Forward modeling under different sizes of the anomalous body 
 
5. Conclusion 
 
In this study, the CN-FDTD algorithm was applied for the 
forward modeling of water-rich anomalous bodies in the 
underground mining environment. The validity of the CN-
FDTD algorithm in water-rich region detection in mines was 

proved. The algorithm overcame the constraint of stability 
condition on the traditional FDTD and increased the 
accuracy of water-rich region detection in mines. The 
following conclusions could be drawn: 
 

(1) When the anomalous body is 50 m away from the 
interface (detection receiving point), the minimum size of 
the anomalous body that can be detected is 3 m3, and the 
body of water does not pose a threat to the safe production in 
mines. This result proves the applicability of the CN-FDTD 
algorithm for the electromagnetic detection of water-rich 
regions in mines. 

(2) The CN-FDTD algorithm overcomes the constraint 
of the CFL stability condition on the step length selection in 
the traditional FDTD algorithm. The CN-FDTD algorithm 
achieves higher calculation speed and detection accuracy 
compared with the traditional FDTD algorithm. 

(3) In the same detection model, the Ricker wavelet 
excitation source has a better detection effect given the same 
dielectric constant, resistance value, and central frequency. 

(4) In CN-FDTD detection, the distance of the 
anomalous body has a certain range. When the distance to 
the receiving surface is smaller than 5 m, there is a blind 
region against detection. 

 
For the first time, the CN-FDTD algorithm is applied to 

the detection of underground anomalous bodies. However, 
the study remains a theoretical one. Future studies should 
develop a relevant transmitter–receiver set for mine survey. 
The CN-FDTD algorithm should be further optimized by 
combining the survey results and electromagnetic 
propagation characteristics in mines. 
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