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Abstract 
 

Image fusion refers to extracting information from multiple images on the same scene to acquire accurate and reliable 
image description of the same scene. Multiple image fusion models and algorithms have emerged in recent years. Hence, 
effectively evaluating fusion image quality has become a problem that requires urgent solution. An existing objective 
evaluation method of fusion image quality has disregarded the influence of quality comparison between original images 
on fusion effect, and the evaluation result is inconsistent with human subjective feeling. An objective evaluation 
algorithm of fusion image quality was proposed in this study to reveal the influence of quality comparison between 
original images on fusion effect. A completed local binary pattern (CLBP) was used to construct a CLBP operator. A 
CLBP texture detection of original images for fusion was performed. Qualities of the parts of the original images for 
fusion were compared. The proportion of the favorable quality parts of images to be fused and transferred to fusion result 
was defined as an objective evaluation index of the fusion effect. Finally, a comparative verification of the objective 
evaluation algorithm proposed in this study was conducted by using the edge-based and feature mutual information (FMI) 
algorithms. Results show that a consistency proportion of the CLBP-based evaluation algorithm with subjective 
evaluation is 80% when several mainstream fusion algorithms are used to fuse the identical original images. Compared 
with the edge-based and FMI algorithms, the consistency proportion of the proposed algorithm with subjective evaluation 
is increased by 20% and 40% respectively. The consistency proportion of the CLBP-based algorithm with subjective 
valuation is 75% when a contrast algorithm is used to fuse different original images. Relative to the edge-based and FMI 
algorithms, the consistency proportion of the proposed algorithm with subjective evaluation is increased by 25% and 50% 
respectively. This study provides a reference for selecting a fusion algorithm. 
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1. Introduction 
 
Image fusion can generate a high-quality image through 
certain processing of multiple images on the same scene. 
Image fusion technology has been widely applied to various 
fields, such as medical imaging, object identification, 
satellite remote sensing, weather forecast, and transportation. 
Image fusion algorithm can be largely classified into two 
types, namely, spatial domain-based image fusion [1-2] and 
transform domain-based image fusion [3-4]. A reasonable 
evaluation method of fusion image quality is crucial to 
selectively comparing fusion algorithms and designing new 
fusion algorithms. Therefore, establishing a universal fusion 
image quality evaluation criterion is a present problem that 
urgently requires a solution.  

Currently, existing equation methods of fusion image 
quality can be divided into subjective and objective methods.   
An evaluation process of the subjective evaluation method is 
tedious and is affected by human psychological factors with 
poor stability. An evaluation result of the objective 
evaluation method is unique, thereby considering it the 
preferred evaluation method. The objective evaluation 

method can be classified into two types, namely, supervised 
evaluation methods [5] and unsupervised evaluation 
methods [6-20] in accordance with their different working 
principles. Several parameters are used in the unsupervised 
evaluation method to conduct a quantitative evaluation of 
the fusion result. This method does not need to acquire a 
standard image during the evaluation process, thus 
contributing to extensive application. Furthermore, the 
supervised evaluation method requires a standard image 
during the evaluation process. The two evaluation methods 
have disregarded the influence of quality comparison 
between images for fusion on fusion image quality. 
Consequently, the evaluation result is inconsistent with the 
actual situation under a few circumstances or the quality 
measurement of images for fusion is insufficiently accurate; 
hence, the quality evaluation of a fusion image has poor 
consistency with human subjective feeling. Therefore, 
combining image qualities for fusion to realize the accurate 
evaluation of fusion image quality requires an urgent 
solution. 

Therefore, an advantage of a completed local binary 
pattern (CLBP) in measuring textural features was 
considered in this study to conduct a quantitative description 
of image qualities for fusion, and an unsupervised multi-
focus fusion image quality evaluation method that combines 
image qualities for fusion was proposed. This method with 
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simple implementation demonstrates favorable consistency 
with the subjective feeling in the evaluation result. Moreover, 
this study can provide a reference for selecting fusion 
algorithms. 
 
 
2. State of the art  
 
Objective evaluation methods conduct a quantitative 
description of image quality by measuring relevant indexes 
and are expected to reach a consistent perceiving effect with 
human visual system for image quality. In accordance with 
their different working principles, objective evaluation 
methods can be classified into two types, namely, supervised 
and unsupervised evaluation methods. Scholars have 
performed numerous studies on unsupervised evaluation 
methods. Haghighat et al. [6] proposed a fast feature mutual 
informationFMI algorithm to reduce the complexity of the 
FMI algorithm and the requirement for a high storage 
capacity; however, mutual information was used to describe 
the relationship between the original and the fusion images, 
which weakens the influence of image textural features on 
evaluation result. Pang et al. [7] used a quaternion-valued 
edge template and color image to conduct a quaternion 
convolution operation to acquire detailed information of 
color images and then presented the objective evaluation 
result of fusion image quality through numerous quantitative 
calculations. Pang method was mainly conducted for 
modeling of a color image using quaternion, but classical 
gradient operator was adopted for the template that is used to 
acquire detailed image information; and only horizontal and 
vertical edges were detected. Zhang et al. [8] compared the 
structural similarities between the image for fusion and the 
fusion image and used phase consistency images of the 
images for fusion to realize the weighing of structural 
similarity and evaluate the fusion image quality; however, 
the images for fusion were not compared. Luo et al. [9] 
disregarded the influence of the local details of images for 
fusion on the evaluation result when using principal 
component analysis method to select standard images. Zhou 
et al. [10] regarded single indexes used for the objective 
evaluation of an image fusion effect as a few properties used 
to describe the image fusion effect and considered image 
fusion evaluation as a multi-property decision-making 
problem, thereby failing to solve the contradiction difference 
between the evaluation indexes of the image fusion effect. 
Zhu et al. [11] used kernel Fisher to classify image fusion 
effects, but evaluation effects that belong to the same 
category cannot be compared. Wang et al. [12] used an 
information entropy ratio of a fusion image to relevant 
original image in the corresponding region to characterize 
the similarities between fusion and original images in this 
region regardless of image textural features. Wu et al. [13] 
established spectral and spatial information indexes to 
quantitatively evaluate fusion effect but disregarded the 
influence of the original image quality on fusion image 
quality. Hassen et al. [14] proposed using image contrast, 
sharpness, and structural preservation to evaluate fusion 
image quality, but image neighborhood deviation used to 
describe image textures was insufficiently elaborate. 
Petrović et al. [15] adopted a gradient information 
preservation of the original image in the fusion image to 
evaluate fusion effect, but the gradient used to describe an 
image texture was insufficiently elaborate. Omar et al. [16] 
utilized a gray-level co-occurrence matrix to express the 
preservation degree of textural details of the original image 

in the fusion image but disregarded the influence of the 
original image quality on the fusion effect. Hossny et al. [17] 
used localized mutual information to compare the 
similarities between the original and fusion image blocks 
regardless of the influence of the image textural features on 
the evaluation effect. Cvejic et al. [18] adopted mutual 
information on the basis of wavelet transform to measure the 
similarities between original and fusion image regions and 
used multiple factors that influence human visual feeling but 
did not compare the image qualities for fusion. Cvejic et al. 
[19] used mutual information to describe the relationship 
between the original and fusion images regardless of the 
influence of image textural features on the evaluation result. 
Blasch et al. [20] evaluated fusion effect by estimating an 
expression degree of important information in the original 
image by fusion image but did not compare the image 
qualities for fusion. 

The results of the preceding study have mainly 
investigated the relationship between the image for fusion 
and the fusion image. However, few studies on a quality 
comparison between images for fusion and its influence on 
fusion effect are available. The advantage of a local binary 
pattern (LBP) in describing textural features was used in this 
study. Moreover, an improved LBP algorithm called CLBP 
was selected, and a CLBP operator named SMC was 
obtained by fusing three local textual descriptors (i.e., 
CLBP_S, CLBP_M, and CLBP_C) to describe the textural 
feature of each pixel. The SMC operator was used to 
compare the image qualities for fusion. The fusion effect is 
improved when additional textures obtained from original 
images with favorable quality demonstrate an enhanced 
quality in the fusion result. The method not only considered 
the relationship between the image for fusion and fusion 
image but also compared image qualities for fusion; 
therefore, the obtained evaluation result was consistent with 
human subjective feeling. 

The remainder of this study is organized as follows. 
Section 3 describes the construction of the SMC operator 
and design of the CLBP-based fusion image quality 
evaluation method. Section 4 consists of the experimental 
design and results analysis. Section 5 summarizes the 
conclusions. 
 
 
3. Methodology 
 
The same algorithm has different performances in fusing 
different types of images during the evaluation of fusion 
image quality. Moreover, the performances of different 
fusion algorithms may vary in fusing the same original 
images. This finding indicates that the original image quality 
has a certain influence on fusion image quality. Therefore, 
proposing a novel evaluation method of fusion image quality 
combined with the original image quality is necessary. 
 
3.1 Basic idea of the CLBP-based fusion image quality 
evaluation method 
Ojala et al. [21] proposed the LBP algorithm in 1996 to 
describe textural feature information. The LBP algorithm is 
theoretically simple and exhibits a minimal computational 
complexity. The LBP algorithm can describe local textural 
features of the image well, thereby acquiring a considerable 
concern from scholars in various countries [22-23]. In the 
past 20 years, the CLBP [24] algorithm has become 
comprehensive and elaborate in the local textural description. 
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Therefore, the CLBP algorithm was used in this study to 
conduct a quantitative description. 

The basic idea of the CLBP-based fusion image quality 
evaluation method is as follows: the original image for 
fusion is placed under the CLBP texture detection, and a 
proportion of the part with favorable quality transferred to 
fusion result is then defined as an evaluation index of the 
fusion effect. 
 
3.2 CLBP 
Three local textural descriptors, namely, window gray 
difference descriptor (CLBP-Sign, CLBP_S), window 
gradient different descriptor (CLBP-Magnitude, CLBP_M), 
and central pixel descriptor (CLBP-Center, CLBP_C), are 
proposed in the CLBP [24] algorithm to express the texture. 
Its computational formula is as follows: 
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where gp is the gray level of pixel p in a neighborhood, gc is 
the gray value of the central pixel, P is the number of pixels 
in the neighborhood, R is the neighborhood radius, N is the 
number of sub-windows divided by the image, and cI is the 
average value of the gray levels of the entire image. The 
formula is expressed as follows: CLBP_SP,R refers to the 
original LBP; CLBP_MP,R describes the gradient different 
information of the window, which had an important 
influence on the experimental result; CLBP_CP,R reflects 
gray information of the central pixel in the window. 
Compared with the traditional LBP and its variants, 
combining the three descriptors, namely, CLBP_S, 
CLBP_M, and CLBP_C, can elaborately describe the 
texture. 
 
3.3 Description of the CLBP-based fusion image quality 
evaluation method 
The three descriptors, namely CLBP_S, CLBP_M and 
CLBP_C are fused to  construct a  CLBP operator named 
SMC with Eq. (7). 
 

_ _ _s m cSMC k CLBP S k CLBP M k CLBP C= + +            (7) 
 

1s m ck k k+ + =                                     (8) 
 
where ks, km and kc are weight coefficients.  

The SMC operator describes the textural features of each 
pixel in the image.  

Images A and B are assumed to be input original images 
for fusion, and F is the fusion result. Then, the relative 

textural feature ( )AB
FT p  of original images A and B and 

fusion image F is defined as follows: 
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and ( )0 1AB

FT p≤ ≤ . A large ( )AB
FT p value results in additional 

textural details acquired by the pixel in the fusion image 
from the original images. 

Fusion image quality AB
FQ  is then defined as: 
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where ( ),AB m nγ  expresses the textural weight defined as 
follows: 
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and 0 1AB

FQ≤ ≤ . A large AB
FQ  value leads to additional textural 

details acquired in the fusion image from the original images 
and an improved fusion quality. 

The CLBP-based fusion image quality evaluation 
method can be divided into the following four steps: 

Step 1: SMCX(m,n) is calculated in accordance with Eq. 
(7), where X = A, B, and F; 

Step 2: ( ),AB
FT m n  is calculated in accordance with Eq. (9); 

Step 3: ( ),AB m nγ  is calculated in accordance with Eq. 
(11); 

Step 4: Fusion image quality is obtained by using the 
results in Steps 2 and 3 in accordance with Eq. (10). 

 
   

4. Results analysis and discussion  
 

Experimental measurement and performance comparison of 
various multi-focus image fusion algorithms were conducted 
using Xydeas[25], FMI, and the proposed method in this 
study under MATLAB platform to verify the evaluation 
effect of the proposed fusion image quality evaluation 
method; these algorithms include contrast algorithm [26], 
variance algorithm [27], SF algorithm [28], image 
segmentation-based algorithm [29], and Gabor filter bank-
based algorithm [30]. 
 

    
(a)                                         (b) 
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(c)                                        (d) 

 

     
(e)                                        (f) 

 

  
(g) 

Fig. 1.  Different fusion algorithms for the same original images 
(a) Original image A. (b) Original image B. (c) Segmentation-based. (d) 
SF. (e) Contrast. (f) Gabor filter bank-based. (g) Variance 
 

The fusion results of the different fusion algorithms for 
the same original images are illustrated in Fig. 1. The results 
of the subjective analysis show the evident appearance of 
block effect in Figs. 1 (c) and (d) and the poor fusion effect. 
Through a local comparison, the effect in Fig. 1 (c) is clearly 
the poorest, and Figs. 1 (e), (f), and (g) exert favorable 
fusion effects with an acceptable definition. Based on further 
local comparison among the three figures, Fig. 1 (g) 
demonstrates the optimum effect. An artifact that results in 
the poorest fusion effect is depicted in Fig. 1 (e). Tables 1 
and 2 present the comparison of fusion effects using 
objective indexes. Xydeas and FMI can evaluate the fusion 
effect to a certain degree, but the evaluation effect is 
inconsistent with the human subjective feeling under a few 
circumstances. The proposed algorithm considered the 
characteristics of the original images for fusion to 
objectively measure the fusion effect, which is relatively 
consistent with the human subjective feeling. 

 
Table 1. Fusion result evaluation of the same original 
images 
Images to be 
evaluated 

Xydeas FMI Proposed method  
( sk = 0.3, mk = 0.5, 

ck = 0.2) 

Fig. 1. (c) 0.7590 0.8416 0.8523 
Fig. 1. (d) 0.7635 0.7625 0.8614 
Fig. 1. (e) 0.5409 0.8891 0.9012 
Fig. 1. (f) 0.6546 0.9094 0.9158 
Fig. 1. (g) 0.6147 0.9092 0.9276 

 

Table 2. Consistency statistics of the evaluation result in 
Table. 2 with the subjective feeling 
Images to be 
evaluated 

Xydeas FMI Proposed method 
( sk = 0.3, mk = 0.5, 

ck = 0.2) 

Fig. 1. (c) Consistent Consistent Consistent 
Fig. 1. (d) Inconsistent Consistent Consistent 
Fig. 1. (e) Consistent Inconsistent Consistent 
Fig. 1. (f) Consistent Inconsistent Consistent 
Fig. 1. (g) Inconsistent Inconsistent Inconsistent 
Consistency 
proportion 

60% 40% 80% 

 
The fusion effects of contrast algorithm for different 

original images are displayed in Fig. 2, Tables 3 and 4 
summarizes the evaluated fusion effects using objective 
indexes. Compared with Xydeas and FMI, evaluating the 
fusion effect through the proposed algorithm in this study is 
relatively consistent with subjective feeling. 

 

       
(a)                                          (b) 

 

    
(c)                                            (d) 

 

       
(e)                                            (f) 

       
(g)                                            (h) 
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(i)                                            (j) 

 

        
(k)                                            (l) 

Fig. 2.  Fusion images of the contrast algorithm for the different original 
images 
(a) Original image A. (b) Original image B. (c) Original image C. (d) 
Original image D. (e) Original image E. (f) Original image F. (g) 
Original image G. (h) Original image H. (i) Fusion image Fa. (j) Fusion 
image Fb. (k) Fusion image Fc. (l) Fusion image Fd. 
 
Table 3. Evaluation of the image fusion of the contrast 
algorithm 
Images to be 
evaluated 

Xydeas FMI Algorithm proposed  
( sk = 0.29, mk = 0.52, 

ck = 0.21) 

Fig. 2. (i) 0.6587 0.8958 0.8796 
Fig. 2. (j) 0.6971 0.9501 0.9015 
Fig. 2. (k) 0.5896 0.9635 0.9249 
Fig. 2. (l) 0.6012 0.8246 0.9301 
 
Table 4. Consistency statistics of the evaluation result in 
Table. 3 with the subjective feeling 
Images to be 
evaluated 

Xydeas FMI Algorithm proposed  
( sk = 0.29, mk = 0.52, 

ck = 0.21) 

Fig. 2. (i) Consistent Inconsistent Consistent 
Fig. 2. (j) Consistent Inconsistent Consistent 
Fig. 2. (k) Inconsistent Consistent Consistent 
Fig. 2. (l) Inconsistent Inconsistent Inconsistent 

Consistency 
proportion 

50% 25% 75% 

 
 
5 Conclusions 

 
Images of a medium complex texture were used as an 
example, and the CLBP was used in this study to construct 
the SMC operator to reveal the influence of original images 
with different quality for fusion image quality. The CLBP 
texture detection of the original images for fusion was 
conducted; the qualities of the parts in the original images 
were compared, and an objective evaluation method of 
fusion image was proposed. The following conclusions 
could be drawn: 
 

(1) The quality of the image for fusion significantly 
influence the fusion result. The region with favorable quality 
where the original image is located  significantly influences 
the fusion result. Moreover, the fusion result is improved 
when the proportion of the region in the fusion result is 
large.  

(2) The image quality can be measured by describing 
the local texture using the CLBP algorithm. The 
combination of CLBP_S, CLBP_M, and CLBP_C can realize 
an elaborate description of the texture.  

(3) The CLBP_M operator exerts the main effect when 
image texture is described by combining the CLBP_S, 
CLBP_M, and CLBP_C operators. 
 
 In this study, comparing image qualities for fusion is 
added to evaluate the fusion effects, which could accurately 
reflect the fusion image quality and provide a reference for 
selecting fusion algorithms. However, only textural features 
are considered in describing the fusion image quality. 
Therefore, additional influencing factors should be 
comprehensively considered to measure the fusion image 
quality in future studies to acquire an accurate evaluation of 
the fusion image quality. 

              
This is an Open Access article distributed under the terms of the 
Creative Commons Attribution License  
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