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Abstract 
 

Area minimization of mixed-polarity Reed-Muller (MPRM) logic circuits is an important step in logic synthesis. While 
previous studies are mainly based on various artificial intelligence algorithms and not comparable with the results from 
the mainstream electronics design automation (EDA) tool. Furthermore, it is hard to verify the superiority of intelligence 
algorithms to the EDA tool on area optimization. To address these problems, a multi-step novel verification method was 
proposed. First, a hybrid simulated annealing (SA) and discrete particle swarm optimization (DPSO) approach (SADPSO) 
was applied to optimize the area of the MPRM logic circuit. Second, a Design Compiler (DC) algorithm was used to 
optimize the area of the same MPRM logic circuit under certain settings and constraints. Finally, the area optimization 
results of the two algorithms were compared based on MCNC benchmark circuits. Results demonstrate that the SADPSO 
algorithm outperforms the DC algorithm in the area optimization for MPRM logic circuits. The SADPSO algorithm saves 
approximately 9.1% equivalent logic gates compared with the DC algorithm. Our proposed verification method illustrates 
the efficacy of the intelligence algorithm in area optimization compared with DC algorithm. Conclusions in this study 
provide guidance for the improvement of EDA tools in relation to the area optimization of combinational logic circuits. 

 
 Keywords: Area optimization, Intelligence algorithm, Logic synthesis, Mixed-polarity Reed-Muller  
 __________________________________________________________________________________________ 

1. Introduction 
 
Area optimization of combinational logic circuit is a key 
step in logic synthesis. Fig. 1 shows the pipelining design of 
a digital integrated circuit [1]. The combinational logic 
circuit between triggers is represented by ellipses. This study 
focused on area optimization of the combinational logic 
circuit between two triggers. Moreover, this study focuses 
on the combinational logic circuit with a Reed-Muller (RM) 
logic circuit [2,3]. The mixed-polarity RM (MPRM) logic 
circuit is a standard form of the RM logic circuit [4,5]. Area 
optimization presents a crucial problem for the MPRM logic 
circuit [6,7] and is the key step in logic synthesis in RM 
circuits [8].  
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Fig. 1. Pipelining design of digital integrated circuit 
 

Area optimization of the MPRM logic circuit is a 
nondeterministic polynomial time (NP) complete problem 
[9,10]. It involves an MPRM combinational logic circuit 
with n-input m-output and has 	 3n mixed polarities. Current 
studies primarily utilized intelligence algorithms for area 

minimization of MPRM logic circuits and searched the 
connection mode of combinational logic circuit with the 
minimum area through algorithm optimization while 
ensuring consistent logic functions. Area and timing 
optimization are key problems in logic synthesis. The 
Design Compiler (DC) developed by Synopsys® is a 
relatively authoritative logic synthesis tool. DC is integrated 
with the area optimization algorithm for logic circuit and can 
effectively optimize an area of the logic circuit through a 
standard cell library and logic synthesis constraint. 

Abundant experimental data and conclusions are 
available regarding the area optimization of an MPRM logic 
circuit based on intelligence algorithms. However, the 
experimental results of intelligence algorithms cannot be 
compared with those of mainstream electronics design 
automation (EDA) tools, thus making the verification of the 
superiority of intelligence algorithms over EDA tools 
impossible. 

To address these problems, this study proposes a novel 
related verification method. The proposed verification 
method enables contrast analysis between the experimental 
results of the intelligence algorithm and the optimization 
outcomes of the EDA tool in order to evaluate the 
optimization ability of the intelligence algorithm.  
 
 
2. State of the art 
 
MPRM is a standard form of a logic circuit. The area 
optimization of the MPRM logic circuit, the key step in the 
area optimization of a logic circuit, has been explored in 
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numerous studies. Genetic algorithm (GA) [11], simulated 
annealing (SA) [12,13], and discrete particle swarm 
optimization (DPSO) [14,15] are the major algorithms 
applied for the area optimization of MPRM logic circuit.  

On the basis of research on discrete ternary particle 
swarm optimization, Hai-Zhen [16] proposed a ternary 
diversity particle swarm optimization. A mathematic mode 
for area and low power dissipation was built and mixed 
polarity conversion of XNOR/OR circuits was improved. 
The algorithm was tested by using MCNC benchmark 
circuits. Experimental results showed that the algorithm 
significantly outperformed other similar methods. However, 
the experimental results were not compared with the 
optimization outcomes of the EDA tool. Thus, determining 
whether this algorithm is better than the EDA tool in terms 
of area optimization is impossible. 

To improve the efficiency of the polarity optimization of 
MPRM logic circuits, He [17] proposed an efficient and fast 
polarity optimization approach (FPOA) considering the 
polarity conversion sequence. FPOA performed better for a 
complicated MPRM logic circuit. Nevertheless, 
experimental data on this algorithm were not compared with 
optimization outcomes of the EDA tool. 

Zhang [18] proposed an innovative niche GA for area 
optimization of fixed-polarity RM circuits. Experimental 
results of the MCNC benchmark circuits showed that the 
proposed algorithm was superior to the traditional GA. 
However, this study compared niche GA and traditional GA 
but did not compare the optimization results of the niche GA 
with those of the EDA tool. 

Wang [19] presented a power estimation model for 
MPRM logic circuits, which accurately and efficiently 
handled temporal signal correlations during the estimation of 
average power by using lag-one Markov chains. An ordered 
binary decision diagram-based procedure was used to 
propagate the temporal correlations from the primary inputs 
throughout the network. Unfortunately, the experimental 
data of the model were impossible to compare with 
experimental data of the mainstream EDA tool. 

The traditional Boolean logic function has several 
limitations in the area optimization of logic circuits. Hence, 
Zhao [20] proposed an area optimization algorithm for 
combinational logic circuit. It divided logic circuits into 
several parts. Some parts utilized traditional Boolean logic 
for area optimization, while the other used RM logic. The 
proposed algorithm showed better performance than existing 
logic synthesis algorithms in area optimization without using 
any intelligence algorithm. 

Bu [21] proposed a hybrid multi-valued DPSO for the 
minimization problem of the MPRM logic circuit. Compared 
with simulated annealing genetic algorithm (SAGA), this 
hybrid multi-valued DPSO increased the time efficiency of 
MPRM minimization while achieving comparable 
optimization results. However, the experimental data were 
compared only with the optimization results of SAGA and 
not with the optimization results of the mainstream EDA 
tool. 

Yang [22] designed a whole annealing genetic algorithm 
(WAGA), which was used to search for MPRM functions 
for obtaining optimal circuit implementation. By combining 
the global searching ability of a GA and the local searching 
ability of SA, WAGA could achieve fast convergence. The 
algorithm was more effective than other GA methods in 
searching for the best MPRM functions. Nevertheless, 
experimental results were unable to show the superiority of 
WAGA to the EDA tool. 

Many studies are available on the area optimization of 
MPRM logic circuits based on different intelligence 
algorithms. Their experimental results were mainly proposed 
based on intelligence algorithms. No verification method 
exists for comparing the area optimization results of the 
EDA tool and the intelligence algorithm to determine 
whether the intelligence algorithm is superior to the EDA 
tool for area optimization. Accordingly, a new verification 
method is designed in this study. First, a SADPSO algorithm 
was designed and applied in the area optimization of an 
MPRM logic circuit, and an area calculation equivalent 
model was designed. Relevant experimental data were 
calculated. Second, the format of the MPRM logic circuit 
was converted into a circuit file that can be recognized and 
optimized by the DC algorithm. Area optimization results of 
the MPRP logic circuit through the DC algorithm were 
calculated under the same area calculation equivalent model 
conditions using certain settings and constraints. Finally, the 
optimization results of the SADPSO and DC algorithms 
were compared to determine whether the intelligence 
algorithm outperformed the EDA tool in terms of area 
optimization of the logic circuit.  

The remainder of this study is organized as follows. 
Section 3 introduces the intelligence algorithm of the 
SADPSO and applies it to the area optimization of an 
MPRM logic circuit. The area calculation model of the logic 
circuit is also proposed. The MCNC benchmark circuits are 
incorporated into the DC algorithm, and area optimization is 
implemented through standard cell library settings and 
constraints. Section 4 presents the experiment based on the 
MCNC benchmark circuits and analyzes the experimental 
data of the SADPSO algorithm. Area optimization results of 
the MPRM logic circuit are compared with those of the 
mainstream EDA tool. Section 5 concludes this study.  
 
 
3. Methodology 
 
3.1 MPRM mathematic model 
The Boolean expression of n-input combinational logic 
circuit is:  
 

	  
f (xn−1,xn−2,...,x0) = (aimi )

i=0

2n−1

∑              (1) 

 
where ∑ is the logic or operation. 	  ai

∈ 0,1{ }  is the 

coefficient of  mi  [  i  is 	  (in−1,in−2,⋅ ⋅ ⋅,i0) ] and is a binary 

system.  mi can be expressed by the  ith  term “AND” 

	   ( !xn−1 !xn−2 ⋅ ⋅ ⋅ !x j ⋅ ⋅ ⋅ !x0) , where values of the  k th  
  
!xk  are: 

 

	   
!xk = xk ,ik=0

xk ,ik=1 ,0≤ k ≤ n−1{   (2) 

 
One MPRM logic circuit with n-input and m-output has 

	 3n  mixed polarities: 
 

	  
f p (x

n−1 , x
n−2 ,..., x0 ) = ⊕ (b

j
π

j
)

j=0

2n−1

∑  (3)             
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where 	  (xn−1,xn−2,...,x0)  is the input of the MPRM circuit. 

	  p(0 ≤ p ≤ 3n −1) represents the polarity value of the MPRM 
and could be expressed as 	  ( p

n−1 p
n−2 ⋅ ⋅ ⋅ p

i
⋅ ⋅ ⋅ p0 ) , where 

	  pi
∈ 0,1,2{ } . It is a ternary system. ⊕∑ is XOR; 

	  bj
= [b0, j

,b1, j
,⋅ ⋅ ⋅b

m−1, j
]T is the  jth  jth coefficient vector of 

MPRM; and 	   π j = ( !xn−1 !xn−2 ⋅ ⋅ ⋅ !x j ⋅ ⋅ ⋅ !x0)  is the jth product item 

of the MPRM. Values of 
  
!x j  in term “AND” are shown in 

Table 1. 
 
Table. 1. Value search of MPRM expansion term xj 
ji 0 0 0 1 1 1 

pi 0 1 2 0 1 2 

xi 1 1  
xi  xi  

xi   xi 

 
3.2 Equivalent area model 
In the pipelined design of a digital integrated circuit, the 
combinational logic circuit is located between two triggers 
and generally has multiple inputs and outputs. Input signals 
of the combinational logic circuit arise from the output of 
the previous level of the trigger or the chip input end. The 
terminal point of the combinational logic circuit is the input 
of the next level of the trigger or the chip output end. The 
area optimization of a combinational logic circuit with multi 
inputs and outputs is shown in Fig. 2. The inputs of the 
combinational logic circuit come from the outputs of the 
trigger. In turn, the outputs of the combinational logic circuit 
are used as the inputs of the next level of the trigger. The 
dotted line depicts the combinational logic circuit before 
area optimization. SADPSO and DC are used for area 
optimization of the combinational logic circuit while 
maintaining consistent logic functions. The optimized 
combinational logic circuit is shown as the green area.  
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Fig. 2. Area optimization of combinational logic circuit 

 
Different types of logic gates have dissimilar areas. The 

logic gate that forms the MPRM circuit is mainly composed 
of a phase inverter, exclusive-OR gate (XOR gate), and two-
input AND gates. To construct the area calculation model, 
each logic gate in the MPRM circuit is hypothesized as one 
unit area for the statistics of the MPRM circuit after 
SADPSO optimization. The area of this MPRM circuit can 
be ascertained from the total number of logic gates and 
expressed as: 
 

	  Area
1
= Count(gate)   (4) 

where 	 Area
1
 is the number of equivalent gates after area 

optimization by the SADPSO algorithm, and   Count(gate)  

indicates the tallying of all logic gates. To verify the 
optimization effect of the SADPSO algorithm, the same 
combinational logic circuit was used for logic synthesis by 
the DC algorithm. The structure of the combinational logic 
circuit is restricted to the phase inverter, XOR gate, and two-
input AND gates by setting certain constraints and mapping 
the logic gates. The number of the applied logic gates was 
reported through a DC software and can be expressed as: 
 

	  vi = (vi,0,vi,1,⋅ ⋅ ⋅,vi, j ,⋅ ⋅ ⋅,vi,n−1)   (5) 
 
where  W is the total number of used logic gates in netlist 
after logic synthesis by the DC algorithm, and 	 Area

2
 is the 

total number of equivalent logic gates in the logic circuit. 
 
3.3 SADPSO algorithm 
SA, a universal search algorithm, is often used to solve the 
optimization problems of a combinational circuit. It can 
trace the search directions of the improved objective 
functional values through repetition, thus avoiding local 
minima. Suppose  X n

 is the initial state. SA generates one 

new state  
ʹX
n

 randomly according to the  X n
field. The 

formula of new state transition probability based on the 
Metropolis criterion judgment is given by: 

 

	  
p =

exp
f ( Xn )− f ( ʹXn )

Tr

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
, f ( Xn )< f ( ʹXn )

1, f ( Xn )≥ f ( ʹXn )

{   (6)        

 

	 Tr+1
= α ⋅T

r
  (7)                                 

 
where   f ( X

n
)  is the cost function, and  Tr

 is the temperature at 
the  r  iteration. Equation 7 shows the annealing function. 
	 α ∈ (0,1) denotes the temperature attenuation rate. 

Particle swarm optimization (PSO) is an intelligent 
search algorithm based on biotic community. It is 
characterized by a simple solving process, few parameters, 
good convergence, and high robustness. PSO also has 
significant advantages in solving complicated combinational 
optimization problems. The core idea of PSO is that particles 
can make automatic dynamic adjustments and finally 
identify the optimal solution. Kennedy and Eberhart 
proposed the discrete PSO (DPSO) In 1997. In the DPSO 
algorithm, suppose that the total number of particles is m . 
Particle speed and position are initialized randomly. The 
position of the particle  i  in the n-dimensional space can be 
expressed as 	  xi

= (x
i ,0 , x

i ,1 ,⋅ ⋅ ⋅, x
i , j

,⋅ ⋅ ⋅, x
i ,n−1 )  and its flying 

velocity can be depicted as 	  vi = (vi,0,vi,1,⋅ ⋅ ⋅,vi, j ,⋅ ⋅ ⋅,vi,n−1) . The 

optimal position of the particle is calculated 
as 	  pbest

i
= ( pbest

i ,0 , pbest
i ,1 ,⋅ ⋅ ⋅, pbest

i , j
,⋅ ⋅ ⋅, pbest

i ,n−1 ) , and the 
optimal position of all particles 
is 	  gbest

i
= (gbest

0
, gbest

1
,⋅ ⋅ ⋅, gbest

j
,⋅ ⋅ ⋅, gbest

n−1
) . The updating 

formulas for particle velocity and position are: 
 

	  

v
i , j

(t +1) = w ⋅ v
i , j

(t) + c
1
⋅ r

1
( pbest

i , j
− x

i , j
(t))

+c
2
⋅ r

2
⋅ (gbest

j
− x

j , j
(t))

  (8) 
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x
i , j

(t +1) = round (
M

1+ exp(−v
i , j

(t +1))

+( M -1) ⋅ k ⋅ random())

 (9)         

 
where  w  is the inertia weight, 	 c1  and 	 c2  are the accelerated 

factors, 	 r1 and 	 r2   are random numbers in the range of [0,1], 

 round means the rounding operation,  M is the number of 
value states of

  
xi, j , and  k  is a constant. 

The DPSO algorithm is readily trapped in the local 
optimal solution. Hence, in this study, the SADPSO hybrid 
intelligence algorithm was proposed to optimize the 
searching performance. The area optimization of the 
combinational logic circuit based on the SADPSO algorithm 
proceeds as follows: 

 
1) Parameters related to the SA and DPSO are initialized. 
2) The BLIF netlist is input and converted to the 

corresponding format. 
3) A position vector is generated randomly, and the SA 

initial temperature is calculated. 
4) The velocity and position of the particle swarm are 

calculated, and  pbest
i
 and  gbest

i
are updated. 

5) The SA algorithm is started. 
(1) The optimal solution of the DPSO is used as the 
initial state of the SA. 
(2) A new state  

ʹX
n
 is generated, and whether the new 

state is accepted or not is determined according to 
Equation (6). If yes, then step (4) is performed. 
Otherwise, step (3) is performed again. 
(3) If the condition of convergence is met, then step (4) 
is performed. Otherwise, step (2) is performed again. 
(4)The optimal solution of the SA is compared with that 
of the DPSO, and the optimal solution of the DPSO is 
updated. 

6) The DPSO algorithm is started, and the times of 
iterations,  pbest

i
and  gbest

i
, are updated. Whether the 

global optimal condition is reached is determined 
according to the constraint. If yes, then the algorithm 
ends. Otherwise, recalculation and updating are repeated. 

7) The algorithm ends, and the optimal value is output. 
 
3.4 Verification method 
To compare the area optimization of the MPRM 
combinational logic circuit with that of the SADPSO and 
DC algorithms, a verification method was designed. The 
verification process is shown in Fig. 3. MCNC benchmark 
circuits were used as the MPRM circuit in the verification 
process. First, the SADPSO algorithm was used for area 
optimization of the MCNC benchmark circuit, and an 
equivalent area was calculated according to Equation (4). 
Second, the format of the MCNC benchmark circuit was 
modified. A DC logic synthesis tool was used to impose 
restriction conditions such that the available logic gate types 
must be completely consistent with the MPRM and area 
constraint needs to be executed strictly. The number of 
equivalent logic gates was calculated according to the area 
optimization results of the DC logic synthesis and Equation 
(5). Finally, the area optimization results of the DC logic 
synthesis and the SADPSO were compared. 

The proposed SADPSO algorithm was implemented by 
C++ language and compiled with VC6.0 in Windows. The 
area of the MCNC benchmark circuit was optimized using 

the SADPSO algorithm. For DC recognition and area 
optimization of the MCNC benchmark circuit, the circuit 
was transformed into the VHDL format. Each optimization 
was tested independently 20 times for better statistical 
results . The DC verification steps are as follows: 

 
(1)  The MCNC benchmark circuit was converted from the 

BLIF format into the VHDL format. 
(2)  With the use of the DC algorithm, the area of the MCNC 

benchmark circuit was restricted to the VHDL format 
to ensure that the available types of logic gates were 
consistent with the MPRM circuit. 

(3) The area constraint was executed, and the area of the 
combinational logic circuit was calculated according to 
Equation (5). 

(4)  The above steps were repeated 20 times for the MCNC 
benchmark circuit, and the results were recorded. 

 

MPRM circuits

Area optimization
by SADPSO

Area optimization
by DC

Equivalent area
According to formula(4)

Equivalent area
According to
formula(5)

Result analysis

 
Fig. 3. Verification process 

 
 
4. Result Analysis and Discussion 
 
The SADPSO algorithm was used for the area optimization 
of 17 MPRM logic circuits. The same combinational logic 
circuit was operated independently 20 times, and the area of 
the optimized combinational logic circuit was calculated 
according to Equation (4). Then, the DC algorithm was used 
for area constraint and for setting to the same MCNC 
benchmark circuits to ensure that the logic gates covered in 
the netlist after logic synthesis are completely consistent 
with the logic gates in the MPRM circuits. Area constraint 
and optimization were performed using the DC algorithm. 
The areas of the combinational logic circuits were calculated 
according to Equation (5). Finally, the optimized areas of the 
combinational logic circuits obtained by the two algorithms 
were compared to verify the superority of the proposed 
SADPSO algorithm. 

As one of the MCNC benchmark circuits, alu2 has 10 
input ends and six output ends. In accordance with the 
features of MPRM logic circuits, available logic gates were 
restricted and area optimization was performed using the DC 
algorithm. The usage report of the logic gates is shown in 
Fig. 4. Dotted lines reflect the type of used logic gates and 
the available logic gates that were restricted into the AND 
gate, phase inverter, and the XOR gate respectively. 
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According to Equation (4), alu2 has 428 equivalent logic 
gates. 
 

****************************************
Report : cell
Design : alu2
****************************************

Cell          Reference          Library     Area  Attributes
-------------------------------------------------------------
U1            AND2X1              slow            13.305600 
U2            AND2X1              slow            13.305600 
U3            AND2X1              slow            13.305600 
 
     
U427          XOR2X1            slow            26.611200  
U428          INVX1                slow            6.652800  
-------------------------------------------------------------
Total 428 cells                                 

... ... ... ...

Available logic 
gates are limited

 
Fig. 4. Area optimization after restriction of available logic gates 

 
The circuit after normal area optimization by DC without 

restriction on the available logic gates in alu2 is shown in 
Fig. 5. Dotted lines denotes the types of used logic gates. 
Any logic gate in the standard cell library can be used. 
According to the netlist after the logic synthesis of alu2 and 
Equation (5), 170 equivalent logic gates were in alu2. A 
comparison of the results in Figs. 4 and 5 revealed that the 
equivalent logic gates in alu2 increased sharply after the 
available logic gates were restricted. This trend occurred 
because, during the area optimization in DC after the 
restriction, the logic gates that can be used were restricted 
into the two-input AND gate,  phase inverter, and two-input 
XOR gate according to the MPRM circuit. Therefore, more 
logic gates were needed to form the logic gate. Without a 
restriction on the logic gates, DC will use any logic gate to 
optimize the circuit according to the needs of the logic 
circuit, thus generating a logic circuit with a small number of 
equivalent logic gates. 
 

****************************************
Report : cell
Design : alu2
****************************************

...
...

...
...

All logic gates 
can be used

Cell            Reference          Library     Area  Attributes
-------------------------------------------------------------
U1              NAND2BX1       slow          13.305600 
U2              NOR2X1            slow           9.979200  
U3              INVX1                slow          6.652800  
    
        
U169          NOR2X1            slow           9.979200  
U170          INVX1                slow           6.652800  
-------------------------------------------------------------
Total 170 cells                                 

 
Fig. 5. Area optimization without restriction on logic gates 
 

The area optimization process of the remaining MCNC 
benchmark circuits is similar to that of alu2. Area 
optimization results of the SADPSO and the DC algorithms 
to the 17 MCNC benchmark circuits are shown in Table 2, 
where “Circuits” is the name of MCNC benchmark circuit, 
“Inputs” is the number of input ports, and “Outputs” is the 
number of output ports in the benchmark circuits. The same 
benchmark circuit was optimized 20 times by the SADPSO 
algorithm, where “min” means the minimum quantity of 
equivalent logic gates calculated from Equation (4) after 20 
times of optimization and “avg” is the mean quantity of 
equivalent logic gates. DC was applied for 20 independent 
area optimizations to the same benchmark circuits. The 
number of equivalent logic gates after logic synthesis was 
calculated according to Equation (5), where “min” is the 
minimum quantity of equivalent logic gates, “avg” is the 
mean quantity of equivalent logic gates, and “normal” 
represents the area optimization results of the logic circuit 
when no restrictions are placed on the available type of logic 
gates.

 
Table. 2. Area optimization of MCNC benchmark circuits 

Circuits Inputs* Outpus* 
SADPSO (quantity) DC (quantity) 

min avg min avg normal 
alu2 10 8 401 407.6 414 421.4 170 
alu4 14 8 738 749.8 776 796.6 316 
b9 41 21 113 119.5 124 125.8 59 
cm85a 11 3 58 63.4 50 64.8 23 
comp 32 3 117 122.2 124 127.2 55 
count 36 16 153 159.8 162 171.4 49 
dalu 75 16 854 867.8 875 979.6 355 
k2 45 45 961 977.4 1039 1048.2 479 
my_adder 33 17 144 149.6 152 156.6 64 
pcler8 27 17 107 107.6 111 111.2 49 
pcle 19 9 61 61.8 63 63.6 24 
pm1 16 13 42 45.6 52 53.4 29 
t481 16 1 199 205.8 210 247.2 144 
terml 34 10 209 216.8 226 234.6 139 
too_large 39 3 677 690.8 700 908.8 575 
ttt2 25 21 176 189.2 199 213.6 102 
vda 17 40 524 535.6 556 561.8 264 
* The total number of inputs and outputs. 
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Table 2 shows that certain differences exist between the 
two algorithms in terms of “min” and “avg” after area 
optimization of the MPRM logic circuits. This finding 
indicates that both SADPSO and DC algorithms exhibit 
unstable factors for the area optimization of the MPRM 
combinational logic circuit. Compared with area 
optimization under normal conditions, for the same MCNC 
benchmark circuits, equivalent logic gates in the DC 
algorithm after the restriction of available logic gate types 
increased by more than twice. Such a finding is reasonable 
because DC can use any logic gate to reconstruct the logic 
circuit under a normal pattern. The numbers of equivalent 
logic gates generated by the two algorithms are generally 
close. Specifically, the SADPSO algorithm achieves better 
area optimization effect for the combinational logic circuits 
and can save about 9.1% equivalent logic gates on average. 
This outcome suggests that the intelligence algorithm is 
better than the DC algorithm in terms of area optimization of 
MPRM combinational logic circuits. Our results can provide 
valuable references for future EDA tools design with better 
internal algorithm. 

 
 

5. Conclusions 
 
To verify that the intelligence algorithm is better than the 
DC algorithm in the area optimization of an MPRM logic 
circuit, a novel verification method was proposed in this 
study. First, a SADPSO algorithm was designed and used to 
optimize the area of an MPRM logic circuit. The number of 
equivalent logic gates after area optimization was calculated. 
Second, area constraints and optimization of the MPRM 
logic circuit were performed using the DC algorithm, and 
the number of equivalent logic gates was calculated. Finally, 
the optimization results of the MCNC benchmark circuits 
using the two algorithms were analyzed and compared. The 
following conclusions were drawn: 

(1) The applied SADPSO algorithm has strong 
optimization ability. Among EDA tools for area 

optimization of the logic circuit, the DC algorithm is the 
most popular one used in the industry. The experiment with 
the MCNC benchmark circuits revealed that the SADPSO 
algorithm has better area optimization ability than the DC 
with respect to MPRM logic circuits. 

(2) The proposed verification method is feasible and 
effective. In this study, MCNC benchmark circuits were 
used in the verification experiment. The area optimization 
results of the two algorithms were converted into the number 
of equivalent logic gates. The suggested verification method 
can determine which algorithm has better area optimization 
directly by comparing the hardware data of the two 
algorithms side by side. 

In this study, the features of the MPRM logic circuits are 
considered comprehensively and experiment on the MCNC 
benchmark circuits demonstrate that the SADPSO algorithm 
has better area optimization ability than DC. Results also 
provide design guidance for EDA tools in the aspect of area 
optimization of logic circuits. This study investigates the 
experimental results of only 17 MCNC benchmark circuits, 
thus presenting certain limitations with regard to the types 
and quantities of experimental objects. 

This optimization study reveales that the parameters of 
SADPSO algorithm and logic synthesis constraints of DC 
affecte the area optimization results of MPRM logic circuits 
to some extent. They can be analyzed by using a reasonable 
algorithm design and experimentation. Influencing factors 
should be considered in our future studies. 
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