Real-time Defect Detection Method for Printed Images Based on Grayscale and Gradient Differences
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Abstract

In a real-time quality inspection of printed matter based on machine vision, artifacts are induced by commonly used image difference methods, making the identification of defects difficult. Thus, to eliminate artifacts and improve detection rate of printing defects, this study proposed a method that combines grayscale and gradient differences. First, the grayscale difference between template image and inspected image was employed to determine the defect in the non-edge region according to the grayscale difference threshold of non-weighted neighborhood. Then, the gradient difference between the template image and inspected image was employed to determine the edge defect according to the grayscale difference threshold of weighted neighborhood. Finally, the difference artifacts were effectively eliminated by the two different image fusions and the real defects were retained. Experiments were conducted to compare the defect detection rate of printed image by using the traditional and proposed methods. Results demonstrate that for the most common dot defects the detection rate of the proposed methods is significantly higher than that of the traditional difference method due to the effective elimination of artifacts. The parallel acceleration based on compute unified device architecture (CUDA) enables the algorithm to speed up the defect detection of large print images by more than 60 times. The study provides significantly references for industrial inspection based on machine vision.
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1. Introduction

Modern printing industry is developing rapidly and the printing process tends to be high-speed, continuous, and geared toward mass production. However, printing defects may occur because of low precision of printing equipment, mismatch between equipment and image parameters, and equipment or material fault during image reproduction. Such defects cause inconsistent visual effect of the printed matter, thereby negatively affecting the quality of the product. Traditional printing defects are detected manually. However, the artificial detection is difficult to meet the requirement of batch production of packaging products because of high cost, slow speed and low recognition rate. With the development of intelligent and informational technology, machine vision has been widely used in industrial inspection [1-5]. Compared with the traditional manual detection method, automatic detection based on machine vision can reduce the labor intensity of inspectors and improve detection efficiency and accuracy [6-7] with the feature of non-contact, fast speed, and anti-interference.

In the production process of printed matters, the detection system based on machine vision with the linear charge-coupled device camera can reliably record the high definition real-time image of printed matter. Then, the quality of the printed matter is checked and the equipment is adjusted to prevent batch waste or pick out accidental defective products. Researchers have conducted a large number of studies on the defect detection of printed matter based on machine vision [8-12], and great research progress has been made on the online detection technology for printing defects. However, the detection of dirty spots, fog points, flying-ink, scraping and so on, which requires high detection accuracy, is seldom considered in the algorithm, and then missing or false inspection of such defects could be caused. The focus and difficulty of the research on the printing defects detection is how to improve the detection speed and the detection accuracy.

Based on the above analysis, the study presents a real-time defect detection algorithm for printed images based on image gradient and grayscale difference method. The image is divided into the edge and non-edge areas, and the different difference methods are used to determine the defect. The two difference results are fused to eliminate the difference artifact and improve the detection precision. The algorithm is accelerated in parallel to improve real-time performance based on compute unified device architecture (CUDA) [13].

2. State of the art

Scholars all over the world have conducted plenty of studies on automatic printed defect detection based on machine
vision and proposed different methods. Tanimizutnj et al. [14] proposed index space method to detect printing defects. The algorithm uses the template image and the inspected image as the input images, and determines whether the printed matter is qualified by comparing the gray value of the corresponding pixel points. The images are operated pixel by pixel, which makes real-time poor. On the basis of above index space method, Mehenii et al.[15] proposed the n-tuple pixel matching method to simplify the complexity of the algorithm. Although the algorithm effectively improves the speed of detection, it is not strong enough to judge most types of printing defects. An automatic defect detection method that pays attention not only to shape-defects but also to color-defects is presented for the printed matters [16], which achieves better detection precision based on multi-feature. Luo et al.[17] developed an automatic detection algorithm based on artificial neural network. The method is able to inspect the defects of complex color prints under varying illumination conditions. Zhang and others proposed a printing defect detection algorithm based on template matching. To some extent, this method solves the drawbacks of manual detection, but is more suitable for off-line detection system with poor real-time [18]. In order to further improve the running speed of the detection algorithm, Wang et al. presented an image defect recognition algorithm based on dynamic threshold and hierarchical detection. By combining the dynamic threshold with the hierarchical detection, the detection of the whole printed image can be completed quickly. However, undetected phenomenon often exists [19]. Yang developed a multi-template defect detection algorithm for printed product, which can effectively remove the contour artifacts in the subtraction images, retain the real printing defects and have strong robustness [20]. Aiming at the difference between the collected images and the standard images in the traditional food packaging printing defect detection system, Yang et al. proposed a method to detect the defects of packaging printed matters based on image registration. The method improves the reliability and stability of the system [21].

The research on the defect detection of printed matter based on machine vision has made great progress, whereas the online defect detection of printed matter requires high precision and real-time performance. For detecting printed defect, the image difference algorithm based on template matching is simple and intuitive, easy to be implemented. However, since the reference image and the inspected image are not acquired at the same time, and the production environment may be greatly changed, the relative coordinates of the camera and the subject are not the same world coordinates during the process of capturing image. Although some of the above problems can be solved by image pre-processing, image correction, image registration, and so on, the artifact contours and defects brought by the simple image difference method become indistinguishable, which reduces the accuracy of defect detection [22,23]. To cope with the artifacts caused by image difference, various false-contour removal methods have been developed based on mathematical morphology (MM) [24,25], shading template [5,26], and neighborhood iterative difference [22]. In the MM-based method, the size of the structural element must be greater than those of false contours and false defects. However, when false defects are filtered in the printing process, small true defects are filtered as well, thus significantly decreasing the detection accuracy. Although the shading-template-based method is efficient in removing false contours in non-edge areas, false defects in the edge area beyond the threshold value cannot be detected. The neighborhood iterative difference method can be used to significantly reduce false contours. However, iterative difference on the neighborhood reduces the real area of the defect, thereby affecting the accuracy of defect detection.

In the study, a template-matching-based difference algorithm is developed to perform online defect detection of printed matter produced at high speeds. To reduce the influence of artifact on the accuracy of defect detection, the inspected images are divided into edge and non-edge areas. Grayscale and gradient differences are combined to reduce false contours in the edge area while protecting the defective image as much as possible. A quadratic image difference method is used to eliminate the edge artifacts in the non-edge area, compensating for the sharp decrease in the detection accuracy due to the blurring of false contours and true defects. The proposed algorithm not only improves the computational accuracy but also shows the advantages of template matching methods, such as low complexity. Based on CUDA, parallel acceleration is performed to improve the efficiency and real-time performance of the algorithm.

The remainder of this study is organized as follows. Section 3 describes the proposed defect detection method for printed matters and parallel acceleration algorithm based on CUDA. Section 4 discusses the applicability of the method through case studies. Section 5 summarizes the conclusions.

3. Methodology

3.1 Defect detection algorithm based on image difference

For the defect detection method based on image difference, different parts of two images are extracted by subtracting the inspected image from a standard image (also referred to as the reference image) and by jointly using the judgment threshold. The size and shape of the connection area are then analyzed to determine whether the inspected image is defective. The traditional difference algorithm (TDA) is defined as follows:

\[ f_{absTD}(x,y) = \begin{cases} 255 & |T(x,y) - D(x,y)| \geq \sigma \\ 0 & |T(x,y) - D(x,y)| < \sigma \end{cases} \]  

(1)

where \( T(x,y) \) represents a reference image, \( D(x,y) \) represents the inspected image, and \( \sigma \) is the fixed threshold value. A point is defective when \( f_{absTD}(x,y) = 255 \) and non-defective when \( f_{absTD}(x,y) = 0 \).

The reference image and the inspected image are not acquired simultaneously, and the production environment varies significantly. The coordinates of the camera and the photographed subject are different during the actual acquisition of the image, and their relative coordinates may change slightly. Although some of these problems can be solved using various methods, such as image pre-processing, image correction, and image registration, it is difficult to distinguish artifacts and defects using the simple image difference method.

The main cause of the artifact is the shock of equipment, change of light, and other factors. When the absolute difference image \( f_{absTD}(x,y) \) is obtained using the reference image and the inspected image, the expansion telescopic image difference \( T(x,y) \), noise image difference \( f_{noise}(x,y) \), and true defect image
difference \( f'_{\text{det}}(x, y) \) are included. The image difference due to the telescopic distortion \( f'_{\text{td}}(x, y) \) is the main part of the artifacts, whereas the noise difference \( f'_{\text{noise}}(x, y) \) due to the change in the illumination and equipment transmission interference is the minor part of the artifacts. The noise image difference \( f'_{\text{noise}}(x, y) \) and the true defect image difference \( f'_{\text{det}}(x, y) \) are widely distributed in the image, existing either in the edge area or in the non-edge area of the image with equal probability in theory. Telescopic distortion significantly affects the error between the template image and the inspected image in the edge area because of the degree of telescopic distortion, whereas its effect on the non-edge area of the image is negligible. Therefore, the telescopic distortion image difference \( f'_{\text{td}}(x, y) \) is in the vicinity of the edge of the image.

Fig.1(a) shows the reference image and Fig.1 (b) shows the inspected image with white spots and flying ink. The maximum and minimum defect sizes are 15×8 px and 2×1 px, respectively. The minimum defect discrimination (gray-level difference between defect and background is 13 gray levels, whereas the maximum defect discrimination (the gray levels of the defects and the background of the defects) is 150 gray levels. The defects are distributed throughout the edge and non-edge areas. Fig.1(c) shows the difference of the edge image of the absolute value difference between the images shown in Fig.1(a) and (b). The vast majority of defects can be directly resolved by the naked eye, but there are a large number of artifact contour noises. Fig.1(d) shows the image of Fig.1(c) after binarization using threshold 10. The defects of minimum discrimination can be clearly found, but a large number of artifacts are highlighted, which is detrimental for extracting the defect in the non-edge area, whereas the edge area is also submerged. The subsequent processing will be difficult.

![Image 1](image1.png)

**Fig.1. Simple image difference and image binarization.**
(a) Reference image. (b) Inspected image. (c) Absolute image difference between the reference image and the inspected image. (d) Binarization image of Fig.1 (c) using threshold 10

3.2 Defect detection of printed matters based on image grayscale and gradient differences

The study proposes a defect detection method for printed matters based on gradient and grayscale differences. The method divides inspected images into edge and non-edge areas, and the defects in the edge and non-edge areas can be identified using different methods by comparing with the reference image. Then, the defects in the edge and non-edge areas are extracted. Finally, the two detection results are combined to improve the detection accuracy. Fig.2 shows the proposed algorithm.

![Image 2](image2.png)

**Fig.2. Flowchart of the method.**

The absolute image difference \( f'_{\text{det}}(x, y) \) can be calculated using the reference image \( T(x, y) \) and the inspected image \( D(x, y) \) as follows:

\[
f'_{\text{det}}(x, y) = |T(x, y) - D(x, y)|
\]

(2)

where \( f'_{\text{det}}(x, y) \) includes telescopic distortion difference \( f'_{\text{td}}(x, y) \), noise difference \( f'_{\text{noise}}(x, y) \), and true defect \( f'_{\text{det}}(x, y) \).

Take the Laplace edge image \( f_{\text{laplace}}(x, y) \) of the reference image \( T(x, y) \), and perform the binarization on \( f_{\text{laplace}}(x, y) \) with a threshold of 10 to filter the influence of the non-edge area. \( f_{\text{laplace}}(x, y) \) is expanded and enhanced to obtain \( f_{\text{laplace}}^E(x, y) \) by the size of the morphological expansion kernel estimated on the basis of the stability of the device, which can be considered as a range mask in the edge area of the image.

Assuming that the image difference in the non-edge area is \( f'_{\text{noise}}(x, y) = 2 \ast [f'_{\text{det}}(x, y) - f_{\text{laplace}}(x, y)] \), the binary image of the defects in the non-edge area \( f'_{\text{noise}}^E(x, y) \) can be taken by performing binarization operation with a threshold of 10 to filter the noise and highlight the inspected object. As shown in Fig.3, the objects to be detected are defects in the non-edge area, and a low grayscale threshold (at least
greater than 10) and various types of small-sized defects in the non-edge area can be detected.

The edge image $f_{\text{edge}}^T(x, y)$ of the reference image $T(x, y)$ and the edge image $f_{\text{edge}}^D(x, y)$ of the inspected image $D(x, y)$ are obtained. When the pixel in the absolute value difference image $f_{\text{diff}}(x, y)$ is greater than the threshold value of 10, it is a defect or an artifact. Under this condition, whether it is in the edge area or not needs to be identified on the basis of the edge image $f_{\text{edge}}^T(x, y)$ of the reference image. For the edge area, whether the difference of the weighted 12 neighborhood of each pixel point between the reference image $T(x, y)$ and the inspected image $D(x, y)$ is within the range of the threshold $A$ and whether the pixel difference between $f_{\text{edge}}^T(x, y)$ and $f_{\text{edge}}^D(x, y)$ is within the threshold $B$ should be checked. If the difference presented above is within the thresholds, then the point is an artifact contour, otherwise, it is a true defect point. This operation will make the edge defects detectable. However, detecting defects of small sizes or those that have a low grayscale level is difficult. For the non-edge area, whether the difference of the weighted 12 neighborhood of each pixel point between the reference image $T(x, y)$ and the inspected image $D(x, y)$ is within the range of the threshold $C$ should be checked. If the difference is within the threshold, then the point is an artifact contour, otherwise, it is a true defect point. This operation will make defects that have a low grayscale level and small-sized true defects in the non-edge area undetectable. However, noise can be filtered and a part of the missing defects in the previous operation in the non-edge area can be detected. The defects in the edge area and the binary image $f_{\text{edge}}^D(x, y)$ for a part of the defects in the non-edge area can be obtained after identifying the true defect points, as shown in Fig.4. The objects to be detected include the defects in the edge area and a part of the missing defects in the previous operation in the non-edge area. Nevertheless, defects with low grayscale level and too small sizes are undetectable.

The binary images for the defects in the non-edge area $f_{\text{edge}}^D(x, y)$ and the defects in the edge area $f_{\text{edge}}^T(x, y)$ are combined to obtain $f_{\text{edge}}(x, y)$. As shown in Fig.5, the yellow-cultured region indicates the binary image for the detected defects in the non-edge area $f_{\text{edge}}^D(x, y)$, the cyan region indicates the binary image for the detected defects in the edge area, and the red regions indicates the overlapped results of the two methods.

The blob analysis method [27] is used on $f_{\text{edge}}(x, y)$ to calibrate all kinds of shape defects with area greater than 2px, and marks are drawn, as shown in Fig.6. A defect on the edge of the lower right part is missed, and the noise in the middle of the image is negligible.
3.3 Parallel acceleration of proposed algorithm based on OpenCV and CUDA

Machine vision online detection system requires high real-time algorithm. In this proposed method, image edge processing, image morphological processing, threshold segmentation, and absolute value difference operation of image are suitable for parallel processing of image pixels. In this study, the GPU module of OpenCV and CUDA API were used to speed up the image processing based on CUDA. The main functions in the OpenCV GPU module are given as follows:

\[
\begin{align*}
M_{imgT}\_{\text{gpu}.\text{upload}}(m_{imgT}); \text{//Use OpenCV GPU module to upload image data to GPU} \\
M_{imgD}\_{\text{gpu}.\text{upload}}(m_{imgD}); \\
Cv::\text{gpu}::\text{Laplacian}(m_{imgT}\_{\text{gpu}}, m_{imgTsobel}\_{\text{gpu}}, m_{imgT}\_{\text{depth}}(1,1)); \\
Cv::\text{gpu}::\text{threshold}(m_{imgTsobel}\_{\text{gpu}}, m_{imgTedge}\_{\text{subEdge}}\_{\text{gpu}}, \text{threshold}, 255, \text{THRESH_BINARY}); \text{//Use GPU to split the image threshold} \\
Cv::\text{gpu}::\text{dilate}(m_{imgTsobel}\_{\text{gpu}}, m_{imgTedge}\_{\text{subEdge}}\_{\text{gpu}}, \text{element}); \text{//Use the GPU to dilate the image} \\
Cv::\text{gpu}::\text{absdiff}(m_{imgT}\_{\text{gpu}}, m_{imgD}\_{\text{gpu}}, m_{imgOld}\_{\text{methodDiffOut}}\_{\text{gpu}}); \text{//Use GPU to perform the absolute value image difference} \\
Cv::\text{gpu}::\text{morphologyEx}(m_{imgNewSubDiffOut}\_{\text{subEdge}}\_{\text{gpu}}, m_{imgNewSubDiffOut}\_{\text{subEdge}}\_{\text{gpu}}, \text{MORPH_OPEN}, \text{element}); \text{//Use GPU to implement the morphological opening of the image}
\end{align*}
\]

A kernel function is customized based on CUDA API to accelerate the computation. In the kernel function, the dimensions of the block and grid need to be set for the algorithm and hardware parameters. Threads in the same block can share data through shared memory to reduce the number of data reads from the graphics card. With a large block dimension, more threads participate in the computation process, but it will consume more registers and shared memory, thereby reducing the number of active thread blocks (active block) on streaming multiprocessor. In this study, CUDA Occupancy calculator tool in CUDA SDK is used to calculate the occupancy of the CPU computational unit with different block dimensions, as shown in Fig.6, where block size 512 is one of the optimal solutions.

\[
\begin{align*}
\text{GRID}_X &= \frac{\text{WIDTH} + \text{BLOCK}_X + 2}{\text{BLOCK}_X} - 2 \\
\text{GRID}_Y &= \frac{\text{HEIGHT} + \text{BLOCK}_Y + 2}{\text{BLOCK}_Y} - 2
\end{align*}
\]

where \(\text{GRID}_X\) and \(\text{GRID}_Y\) are the numbers of grids on the X and Y axes, respectively. WIDTH and HEIGHT are the width and height of the image to be processed. BLOCK_X and BLOCK_Y are the numbers of blocks on the X and Y axes. When the optimal solution for the block size is used, the number of registers used by each thread and the size of the shared memory used by each block should be configured. As shown in Fig.7 and Fig.8, one of the optimal solutions is that the number of registers for each thread is 8 and the shared memory requires 4,096 bytes. Considering the above parameters, the number of active threads on each GPU reaches 2,048, and the occupancy rate for each computational unit on the GPU reaches 100%.

![Fig. 7. Occupancy rate of the shared memory of GPU](image)

![Fig. 8. Occupancy rate of the registers of GPU](image)

In this study, the parallelism reduction strategy is used in the parallel processing. The location and computing relationship between each pixel point and the neighborhood pixels is handled by a GPU thread. In the custom kernel function, the pixel index of the inspected image can be identified using the kernel function, and the corresponding pixel indices for the neighboring area and the template image can be computed. The area for each pixel is identified on the basis of the pixel index, and the identification results are assigned to different flows. The specific code is given as follows.

\[
\begin{align*}
\text{int x} &= \text{threadIdx.x + blockDim.x} \times \text{threadDim.x}; \text{//column} \\
\text{int y} &= \text{threadIdx.y + blockDim.y} \times \text{threadDim.y}; \text{//row}
\end{align*}
\]

Once the dimensions of the block are determined, the dimensions of the grid can be calculated using the following equation.
For the image in the non-edge area, whether the 12 neighborhood mean difference is within the threshold for each pixel should be calculated, based on which we can directly determine whether the pixel point is a false defect or a true one. For the image in the edge area, in addition to the aforementioned check, the value of the gradient difference should be determined. When the two conditions are satisfied, the pixel point can be identified as either a false or a true defect. The algorithm is as follows:

\[
\text{if (data\_Tedge(y,x) \leq 10)} \quad / \text{The point is in the non-edge area} \\
\quad \text{if (abs(adjacentAVE (data\_T,x,y,ADJACENT\_KERNEL\_12)-adjacentAVE(data\_D,x,y,ADJACENT\_KERNEL\_12))<TH\_A)} \\
\quad \quad \text{data\_TH\_result(y,x) = 0;} \quad // \text{false defects} \\
\quad \quad \text{else} \\
\quad \quad \text{data\_TH\_result(y,x) = 255;} \quad // \text{true defects} \\
\quad \text{else} \quad / \text{The point is in the edge area} \\
\quad \text{if(abs(adjacentAVE(data\_T,x,y,ADJACENT\_KERNEL\_12,TURE)-adjacentAVE(data\_D,x,y,ADJACENT\_KERNEL\_12,TURE))<TH\_A\&\&abs(data\_Tedge(y,x)-&data\_Dedge(y,x)<TH\_B)} \\
\quad \quad \text{data\_TH\_result(y,x) = 0;} \quad // \text{false defects} \\
\quad \quad \text{else} \\
\quad \quad \text{data\_TH\_result(y,x) = 255;} \quad // \text{true defects} \\
\]

4. Result analysis and discussion

In the experiment, the printed images were acquired using the three-line array color camera PC-30-04K80 made by DALSA, the series lens FV5026W-F2.6 made by Utron, and the LED high-frequency strip light source OPT-LSG806-W. A computer with an Intel Core i5-2310 CPU and 4 GB memory and NVIDIA Tesla k20 (2496 CUDA Cores) were used to detect defects in the printed images via Visual Studio 2010 and OpenCV.

A large number of printed images were tested for line defect and dot defect detection. Fig.9—Fig.11 show two sets of experimental data. Fig.9 shows a qualified print as a reference image for defect detection.

Fig.10 shows printed images with line defects corresponding to the reference images in Fig.9. In Fig.10 (a), 25 scratches or ink bar defects are found, the size of the line defects is large, and the minimum defect size is 2 * 35 (width * length). 25 scratches or ink bar defects are found in Fig.10 (b), including various size line defects with a minimum defect size of 2 * 3. These experiments compared the results of the proposed difference algorithm (PDA) and the traditional difference algorithm (TDA) for the line defect detection in Fig.10 as shown in Table 1. PDA can reliably detect all the defects in two sets of defect images, while TDA has a larger false detection rate when the defect size is smaller.

Fig.11 shows printed images with dot defects corresponding to the reference image in Fig.9. In Fig.11(a1) and Fig.11(b1), 9 white spots or flying ink defects are found. In Fig.11(a2) and Fig.11(b2), respectively, which include various size dot defects with a minimum defect size of 1*1. The experiment results were compared those of the PDA and TDA for the dot defect detection in Fig.11, as shown in Table 2. When defects are large, as shown in Fig.11(a1) and Fig.11(b1), two of the algorithms can find all defects. However, when small defects are present, the recognition error rate appears in both algorithms. PDA can reliably detect the edge and non-edge defects of the printed image if the defects are more than 6 pixels, but when the defects are less than 4 pixels, the algorithm is obviously missing, especially in the edge area. TDA will have a high
detection error rate when the defect size is small or defect gray contrast is not obvious.

**Table 1.** Comparison of line defect detection

<table>
<thead>
<tr>
<th>Items</th>
<th>Line defect image A</th>
<th>Line defect image B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect type</td>
<td>Scratches, ink bars</td>
<td>Scratches, ink bars</td>
</tr>
<tr>
<td>Minimum defect size (pixel)</td>
<td>2 × 35</td>
<td>2 × 3</td>
</tr>
<tr>
<td>Minimum grayscale difference of defects</td>
<td>75</td>
<td>47</td>
</tr>
<tr>
<td>Actual defects</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Defects detected</td>
<td>PDA 25, TDA 25</td>
<td>PDA 25, TDA 19</td>
</tr>
<tr>
<td>Defect detection rate (%)</td>
<td>PDA 100%, TDA 100%</td>
<td>PDA 100%, TDA 76%</td>
</tr>
<tr>
<td>Missed rate (%)</td>
<td>PDA 0%, TDA 0%</td>
<td>PDA 0%, TDA 24%</td>
</tr>
</tbody>
</table>

**Fig. 10.** Inspected images with line defects.
(a) Image A with line defects. (b) Image B with line defects

**Table 2.** Comparison of dot defect detection

<table>
<thead>
<tr>
<th>Items</th>
<th>Dot defects Image A</th>
<th>Dot defects Image B</th>
<th>Dot defects Image A</th>
<th>Dot defects Image B</th>
<th>Dot defects Image A</th>
<th>Dot defects Image B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect type</td>
<td>White spot, fly ink</td>
<td>White spot, fly ink</td>
<td>White spot, fly ink</td>
<td>White spot, fly ink</td>
<td>White spot, fly ink</td>
<td>White spot, fly ink</td>
</tr>
<tr>
<td>Minimum defect size (pixel)</td>
<td>6 × 6</td>
<td>6 × 6</td>
<td>1 × 1</td>
<td>2 × 3</td>
<td>1 × 1</td>
<td>2 × 2</td>
</tr>
<tr>
<td>Minimum grayscale difference of defects</td>
<td>20</td>
<td>15</td>
<td>20</td>
<td>20</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Actual defects</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>16</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>Detected defects</td>
<td>PDA 9, TDA 9</td>
<td>PDA 16, TDA 14</td>
<td>PDA 16, TDA 14</td>
<td>PDA 16, TDA 10</td>
<td>TDA 13, TDA 13</td>
<td>TDA 13, TDA 13</td>
</tr>
<tr>
<td>Defect detection rate (%)</td>
<td>PDA 100%, TDA 100%</td>
<td>PDA 80%, TDA 70%</td>
<td>PDA 100%, TDA 70%</td>
<td>PDA 75%, TDA 62.5%</td>
<td>PDA 92.3%, TDA 76.9%</td>
<td></td>
</tr>
<tr>
<td>Missed rate (%)</td>
<td>PDA 0%, TDA 0%</td>
<td>PDA 20%, TDA 30%</td>
<td>PDA 0%, TDA 12.5%</td>
<td>PDA 25%, TDA 37.5%</td>
<td>PDA 23.1%, TDA 23.1%</td>
<td></td>
</tr>
</tbody>
</table>

The average running time was obtained by conducting 10 tests on the images with different resolutions using the CUDA (CPU + GPU) parallelism acceleration for the proposed method. Compared to the method without CUDA
(CPU only), the computation efficiency was improved significantly using the CUDA, as listed in Table 3.

### Table 3. Speedup of the proposed algorithm based on CUDA

<table>
<thead>
<tr>
<th>Resolution</th>
<th>CPU</th>
<th>CUDA (CPU + GPU)</th>
<th>Acceleration ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>128 x 128</td>
<td>16.954</td>
<td>2.002</td>
<td>8.5</td>
</tr>
<tr>
<td>256 x 256</td>
<td>61.036</td>
<td>3.764</td>
<td>16</td>
</tr>
<tr>
<td>512 x 512</td>
<td>256.351</td>
<td>8.658</td>
<td>30</td>
</tr>
<tr>
<td>1024 x 1024</td>
<td>1048.476</td>
<td>19.648</td>
<td>53</td>
</tr>
<tr>
<td>2048 x 2048</td>
<td>4078.571</td>
<td>64.764</td>
<td>63</td>
</tr>
<tr>
<td>4969 x 4969</td>
<td>16926.071</td>
<td>264.237</td>
<td>64</td>
</tr>
</tbody>
</table>

5. Conclusions

When checking the appearance defect of print matters in real time on the production line, the common method of direct difference comparison between real-time image and reference template image would reduce defect detection rate with generated artifacts. The study proposed a method that detected the defects of printed matters by taking the grayscale and gradient difference on the edge and non-edge areas between reference image and inspected image, respectively, and then fusing their results, so as to eliminate artifacts and improve the detection rate of defects. The following conclusions could be drawn:

1. Compared with the traditional difference method, the combination difference of grayscale and gradient maintains the original defect structure characteristic of the inspected printed matters and removes unrelated artifact contour. The proposed method overcomes the phenomenon of neglecting small defects caused by the elimination of the artifact contour and improves the accuracy of the difference method for extracting the appearance defects of the printed matter.

2. The improved method and the traditional difference method are used to detect two types of defects of line and dot, respectively. The results show that the improved method can effectively eliminate the influence of artifacts, and the detection rate of the most frequent dot defect is significantly higher than that of direct difference method.

3. The speedup of defect detection algorithm proposed in this study can achieve more than 60 times for large printed images based on CUDA, which improves significantly the defect detection in real-time performance.

The defect detection method of printed matters proposed in this study improved the defect detection rate, which is simple and easy to be implemented due to the features of difference algorithm. This method has a certain reference value for on-line real-time industrial product appearance detection based on machine vision. However, the algorithm is sensitive to the gray value of the image, which is easily affected by the illumination change. In application, the environmental light needs to be stable.
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