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Abstract 
 

This work proposes Normalized Percentile Dwell Time Distribution to be incorporated into various bio-inspired 
algorithms such as Genetic Algorithm and Binary Particle Swarm Optimization for optimizing the total cost of Location 
Management. Dwell time parameter is critically dependent on users’ behaviour within the network. The innate advantage 
of Normalized Percentile dwell time over the conventionally used absolute dwell time is that it can take only fixed values 
depending on the number of cells per network area. This helps tremendously in reducing the computational overhead and 
can be applied to any shape of the network as long as the total number of cells per network remains constant. Evidently, 
from the simulation result the proposed technique works well for the reference networks in terms of scaling and cost 
reduction. 
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1. Introduction 
 
Dwell time is a random variable that describes the amount of 
time that a mobile can maintain a satisfactory two-way 
communication link, or simply that a mobile remains in a 
cell. It is also known as Cell-Residence Time or Mobile 
Sojourn Time [1]. Dwell time may be fed to the network on 
a 

• Per-user basis, 
• Per-cell basis, 
• Time of the day based [2]. 

 
Dwell time may be broadly classified as shown below: 

 
Fig. 1. Categories of Dwell time 
 
 
 New Call Dwell time is the time spent in the cell in 
which the call originates, whereas Handover Call Dwell 
Time [3] is the time spent in the cell to which the call gets 
handed off. The sum total of these two dwell times gives rise 
to Session Time, which is the entire duration of the call that 
may cover multiple cells. In the literature, several successful 
attempts have been taken to model the Dwell time 
distribution [4]. 
 Bio-inspired meta-heuristic Algorithms may prove to be 

revolutionary in terms of finding a suitable approach to the 
location management [5] (L.M.) planning problem. A novel 
approach would be to integrate the Dwell time parameter 
into the L.M. cost equation to give a new perspective in 
hopes of obtaining an improvement in optimization speed 
and/or efficiency by employing Genetic Algorithm (GA) [6] 
and Binary Particle Swarm Optimization [7-9] (BPSO), the 
two-popular bio-algorithms, respectively. 
 The paper organization is as follows. In the section 2, the 
shortfall of the existing dwell time parameter has been 
briefly mentioned, followed by the introduction of the 
proposed Normalized Percentile Dwell Time Distribution 
(NPDT). Section 3 elaborates on the concept of calculation 
of NPDT parameter and how NPDT may be applied to a 
mobile location management (MLM) problem [10]. Section 
4 provides the simulation results of four different network 
sizes by incorporating NPDT into GA and BPSO for L.M. 
cost optimization followed by discussion. Finally, the 
conclusion and future work is outlined in section 5. 
 
 
2. Problem Formulation 
 
Cost function shall comprise of update cost and paging cost 
[11]. Here, a factor of Percentile Dwell Time is proposed. 
Percentile represents the percentage of data which is below 
certain threshold. This method of calculation differs from 
percentage values in the sense that percentage values need to 
be absolute whereas percentile settles for the relative ranking 
based on performance of other networks (or) the same 
network at different times of the day (or) the other users 
sharing the same network. 
 So, when a person’s mobile handset tries to perform 
Location update, then instead of using Dwelling Time within 
the current location area (L.A.) (TL.A.) as a parameter, the 
proposed “Percentile Dwell Time” (Tpd) shall be used, which 
is the percentage of dwell time below the dwell time in that 
cell. 
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 Every radio transception involves power and hence cost. 
The importance of Location Management [12] lies in 
reducing cost and load on the network by optimizing the cost 
function. The cost function as accepted by the most 
researchers is given by 
 
𝐶𝑜𝑠𝑡 =  𝛽×𝑁!" + 𝑁!    (1) 

 
 Where 𝑁!" is the total number of location updates, 𝑁! is 
the total number of paging performed and 𝛽 is a constant to 
weigh the relative cost of L.U compared to paging [13]. 
 Total cost of L.M is the sum of L.U and Paging cost. 
Thus, equation (1) may be elaborated as: 
 
𝐶𝑜𝑠𝑡 = 𝛽× 𝑤!"!∈! + 𝑤!"×𝑣(𝑗)!

!!!      (2) 
 
 The term 𝑤!" points to the movement weight, whereas 
𝑤!" points towards call arrival weight. v(j) is the vicinity 
factor.  Paging cost is simply call rate (λ) multiplied by the 
product of the number of cells and the cost per paging 
message. L.U cost is the cost per L.U divided by dwelling 
time within the current L.A. 
 The advantage of Tpd based L.U over traditional L.A 
based L.U is that in traditional L.A based L.U, an L.U is 
triggered simply upon boundary crossing from one L.A to 
another. This may lead to unnecessary L.U cost if the user 
constantly hops from one L.A to another (assuming that the 
user is moving along the L.A boundary). But in Tpd based 
L.U, only specific cells are assigned as R.C depending on 
the user’s movement pattern. This avoids excessive L.U cost 
by triggering a L.U only when the user enters an 
R.C.Therefore, it is expected that unnecessary location 
updates shall be minimized, yielding lower mobility 
management cost [14]. 
 
 
3. Application of Proposed NPDT to MLM problem 
 
a) For a network having N number of cells, where N=m×n, 

each cell has a particular absolute dwell time value 
associated per user, averaged over a period of time 
(usually a complete day). 

b) The percentile dwell time Tpd is calculated for each cell 
of the network per user. For example, TpdA for cell A 
(having absolute dwell time TdA) is given by 

 
TpdA=𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒄𝒆𝒍𝒍𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒏𝒆𝒕𝒘𝒐𝒓𝒌 𝒉𝒂𝒗𝒊𝒏𝒈 𝑻𝒅 𝒍𝒆𝒔𝒔 𝒕𝒉𝒂𝒏 𝑻𝒅𝑨

𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒄𝒆𝒍𝒍𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒏𝒆𝒕𝒘𝒐𝒓𝒌
×𝟏𝟎𝟎    (3) 

 
c) To take into account the movement pattern [2] of the 

user, TpdA is divided by a movement factor Mij, iϵm & 
jϵn, to obtain Normalized percentile dwell time Tpdn per 
cell per user (NPDT). 
 

𝑻𝒑𝒅𝒏 =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒄𝒆𝒍𝒍𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒏𝒆𝒕𝒘𝒐𝒓𝒌 𝒉𝒂𝒗𝒊𝒏𝒈 𝑻𝒅 𝒍𝒆𝒔𝒔 𝒕𝒉𝒂𝒏 𝑻𝒅𝑨

𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒄𝒆𝒍𝒍𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒏𝒆𝒕𝒘𝒐𝒓𝒌×𝑴𝒐𝒗𝒆𝒎𝒆𝒏𝒕 𝑭𝒂𝒄𝒕𝒐𝒓 𝑴𝒊𝒋
×𝟏𝟎𝟎  (4) 

 
d) The L.U cost shall be calculated as: 
 
𝑪𝒐𝒔𝒕𝑳.𝑼 = 𝒘𝒎𝒊𝒊∈𝑹 = 𝑪𝒐𝒔𝒕 𝒑𝒆𝒓 𝑳.𝑼

𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝒑𝒆𝒓𝒄𝒆𝒏𝒕𝒊𝒍𝒆 𝒅𝒘𝒆𝒍𝒍 𝒕𝒊𝒎𝒆
        (5) 

 
 In Eq. (5) above, the major parameter to be identified is 
that the denominator of the right-hand side of the equation 
has Normalized Percentile Dwell Time instead of the 
conventionally used (Absolute) dwell time. 
 The cost per call arrival shall be calculated as: 

 

𝑪𝒐𝒔𝒕 𝒑𝒆𝒓 𝒄𝒂𝒍𝒍 𝒂𝒓𝒓𝒊𝒗𝒂𝒍 = 𝑪𝒐𝒔𝒕
𝒘𝒄𝒋𝑵

𝒋!𝟎
   (6) 

 
 Analogy of the concept is shown in Table 1. 
 
Table 1. Dwell time concept tabulation 

PARAMETER 
  

Speed Fast Slow 
Expected Dwell 
Time 

Low High 

Expected L. U. Cost High Low 
 
Assumptions: 
a) Random Dwell Time Distribution has been assumed since 
it’s the simplest to simulate, and provides a foundation for 
further studies. 
b) The L.A. concept is not to be considered here. Instead, the 
total number of cells in the entire network is considered as 
the denominator for percentile calculation. 
c) The range of absolute dwell time values is taken as 
random values between 100 and 3000 [11]. 
d) Each percentile dwell time value must be divided by a 
“Movement Factor”, which ranges from 0.1 to 50 [2]. The 
higher the movement factor, the more mobile is the user. 
 
 
4. Simulation Results and Discussion 
 
Simulations were run for symmetric networks using G.A and 
B.P.S.O, with the varying combinations of the following 
parameters: 
 
Table 2. Parameters considered for simulations 

Parameter Values Considered 

Network Size 4x4, 6x6, 8x8, 10x10 (ref. 
network data) 

Population size 100, 120 
Number of iterations 200, 250, 500 
Absolute Dwell Time 

Distribution 100-3000 

Movement Factor 0.1-50 
 

• The Percentile Dwell Time Distribution was integrated at 
the denominator of the Location update cost, 

• The Movement Factor was integrated in the numerator of 
the Location Update cost. 
 

The results of the simulation are plotted below: 
 
The observations made from the simulation results are as 

follows: 
 
a) For smaller networks (4×4), BPSO converges up to 

16 times faster than GA. But this convergence 
advantage gets reversed for larger networks (Fig.4). 

b) BPSO results in higher level of optimization than GA 
(Fig. 5). BPSO posts a cost efficiency of 20% for 
4×4, 51% for 6×6, 42% for 8×8, and 60% for 10×10 
network over GA. This may be attributed to the 
additional comparison between the personal best 
versus the global best that BPSO offers over GA, 
after each iteration. 

c) The cost per call arrival increases with the increase in 
network size (Fig. 5). This is a common trend for 
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both the algorithms, which may be attributed to the 
larger computational load that is imposed by a larger 
network consisting of more number of cells, meaning 
that it becomes less and less effective in locating and 
paging a mobile user residing in the network. 

 

 
(a.) 

 
(b.) 

 
(c.) 

-

 
(d.) 

Fig. 2. Simulation using Genetic Algorithm for reference networks of 
size (a) 4x4, (b) 6x6, (c) 8x8, (d) 10x10. 
 

 
(a.) 

 
(b.) 

 
(c.) 

 
(d.) 

Fig. 3. Comparison of Genetic Algorithm and Binary Particle Swarm 
Optimization for reference networks of size (a) 4x4, (b) 6x6, (c) 8x8, (d) 
10x10 

 
d) BPSO exhibits far superior scaling, as compared to 

GA. This means, when implementing the same 
algorithm, the percentage increase in the cost per call 
arrival is lower by up to 70% when going from 4×4 
to 6×6, 46% when going from 4×4 to 8×8, and 67.5% 
when going from 4×4 to 10×10 network for BPSO as 
compared to GA. 
 
 

5. Conclusion 
 
The proposed Normalized Percentile Dwell Time 
Distribution was incorporated as a parameter into the two 
bio-inspired algorithms, namely, G.A. and B.P.S.O, to 
optimize location management cost in cellular networks. 
Based on the proposed method, simulation results were 
presented for four reference networks of different sizes. The 
performance of G.A was then compared to B.P.S.O in terms 
of rate of convergence, optimal cost per call arrival, and 
scalability with different network sizes. It was observed that 
the relatively simpler percentile dwell time could indeed be a 
useful parameter that could boost the performance of the 
existing networks. Evidently, bio-inspired algorithms 
provide an interesting way to optimize the total cost, and 
may be investigated further using combinatorial algorithms 
too. In the future, the proposed parameter may be 
implemented to other intelligent algorithms to optimize the 
total cost of location management.  
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Fig. 4. Comparison w.r.t Rate of Convergence 
 

 
Fig. 5. Comparison w.r.t Cost per call arrival 

 
Fig. 6. Comparison w.r.t Scalability of Algorithms 
 
 
Access article distributed under the terms of the Creative Commons 
Attribution License  
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