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Abstract 
 
Text messages (SMS or Short Message Service) are widely used form of mobile communication; their popularity is 
attributed to many factors including low cost sending, simple delivery mode and convenient usage. However, an 
unsolicited kind of SMS (Spam) has been appeared and caused major problems for users and mobile service providers. 
In this paper we propose a new SMS Spam filter able to distinguish between legitimate messages and Spam. The 
proposed filter is based on three components: N-grams method to extract features from short messages, information 
gain ratio to select the most relevant features, and an improved version of Support Vector Domain Description to detect 
SMS Spam. Experimental results on a large benchmark dataset of real-world benign and Spam SMS have shown the 
performance and effectiveness of the proposed filter.  
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1. Introduction 
 

“Congrats! 1 year special cinema pass for 2 is yours”.  Don’t 
believe on this text, it’s just a part of a Spam message taken 
from a public SMS Spam collection [4]. It is undoubtedly 
that receiving a massive quantity of SMSs of such type at 
inappropriate times of day, will be very annoying for mobile 
users especially when they contain very attractive fake 
offers. Short Message Service known by its acronym SMS is 
a mechanism to deliver short messages over mobile 
networks.  As its name indicates, SMS can deliver very 
limited data namely one SMS can contain at most 140 bytes 
(1120 bits) of data which is limited to either 70 or 160 
characters in length. SMS has many technical attractive 
proprieties including: It can handle with all languages 
supported by Unicode, also it can carry binary data in 
addition to text (i.e pictures, logo), and furthermore SMS is 
supported by all Global System for Mobile (GSM) phones.  
Like email, SMS is prone to Spamming. The latter can be 
defined as the abuse of phone text messaging service, Web, 
or mobile communication systems to send unwanted 
messages in large quantities often for commercial goals to an 
indiscriminate set of recipients. SMS Spam can contain a 
simple text message, link(s) to a phone number to call, 
link(s) to a website, binary data, etc. SMS Spam can cause 
various damages including, but not limited to, spending the 
storage space in Sh ort Message Service Center (SMSC) 
since SMS is a store-and-forward service, wasting the 
mobile network bandwidth by receiving massive quantity of 
Spam, filling the user’s phone inbox by saving unsolicited 

SMS, consuming user’s time and efforts by distinguishing 
between Spam and benign SMS, hunting for sensitive 
information by imitating official SMS delivered by trusted 
authorities, leading to financial losses to users and mobile 
service providers, breaking the law by delivering prohibited 
contains. Spam problem can be overcome with various 
techniques such as: Applying the law against Spammers, 
although it’s difficult to track the actual offenders, making a 
blacklist (vs whitelist) of contacts. Senders existing in this 
list are considered as Spammers, and their messages are 
blocked while messages from senders in a whitelist are 
considered as legitimates, and thus their texts are delivered 
whatever their content, using digital signatures to distinguish 
between legitimate SMS and Spam. The signatures can be 
provided by SMS receivers or mobile service providers, 
filtering SMS basing on users’ behaviors. When several 
users identify a message as unsolicited the service provider 
considers that message as Spam, analyzing the content of 
suspect SMSs by searching for special signs used by 
spammers. Those signs include indicative words, unusual 
distribution of punctuation marks, numbers, capital letters, 
etc.  
 In this paper we propose a new approach to filter 
automatically unsolicited SMS messages basing on their 
content. The proposed technique is based on three 
components: Character-level N-grams to extract features 
from SMS, information gain (IG) to select the most relevant 
features and an improved version of Support Vector Domain 
Description (SVDD) to distinguish Spam from Ham 
messages. The idea is motivated by the fact that N-grams 
and IG are two excellent techniques widely used for text 
categorization, and SVDD is a powerful classifier that has 
shown good performance in many challenging classification 
problems.  
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 This paper is organized in the following way: Section 2 
presents an initial background of content-based SMS Spam 
filtering. Section 3 presents in details different components 
of the proposed filter including: N-gram method, 
Information gain metric and the improved version of 
Support Vector Domain Description. Section 4 begins by 
introducing a benchmark dataset widely used in SMS Spam 
detection researches to evaluate the accuracy of filters. Then, 
it presents a series of experiments designed to test the 
performance of the proposed filter on this dataset and finally 
section 5 provides main conclusions. 
 
 
2. Related works 
 
In recent years, several Spam filters based on machine 
learning and data mining techniques have been proposed and 
tested on various databases of SMS. Hidalgo et al. [1] 
evaluated the capability of a number of classification 
algorithms and text representation methods to detect SMS 
Spam. After evaluating experimentally their work using two 
different SMS datasets of Spanish and English messages, 
they concluded that Bayesian filtering technique can be 
employed successfully to detect SMS Spam. Healy et al. [2] 
compared the performance of detecting SMS Spam using 
three classifiers K-Nearest-Neighbor (KNN), Support Vector 
Machines (SVM), and Naive Bayes. They concluded that 
SVM and Naïve Bayes significantly outperform the KNN 
classifier. Nuruzzaman et al. [3] studied the possibility of 
detecting SMS Spam on mobile phones taking into 
consideration their technical limitations in terms of storage, 
memory and CPU. Their filter, based on text categorization 
techniques, was able to detect SMS Spam with reasonable 
accuracy, minimum storage consumption, and acceptable 
processing time. Longzhen et al. [5] presented a multi-
filtering approach to detect SMS Spam. Their approach 
operates in two steps: Initially rough sets method was 
applied to filter a given short message. If the message was 
classified as Spam then it’s passed to k-NN classifier for 
final confirmation. The authors found that their approach not 
only improves the speed of classification but also retains 
high accuracy. Mahmoud et al. [7] proposed an anti-spam 
filter based on Artificial Immune System (AIS). The 
aforesaid filter includes: tokenizer, analysis engine, stop 
word filter, AIS engine, and training process. The 
experimental results have shown that their filter can classify 
SMS Spam and ham with accurate compared to Naïve 
Bayesian algorithm. Joe et al. [13] presented an SMS Spam 
filtering system based on SVM classifier and a thesaurus. 
The system works in four steps: At first it extracts words 
from messages then it searches the meanings of these words 
using a thesaurus, next it generates features from these 
words through chi-square statistics and finally it classify the 
features using SVM classifier. The performance of their 
system was experimentally evaluated. Uysal et al. [14] 
designed a novel framework for SMS spam detection. The 
framework finds out discriminative features representing 
SMS messages basing on two approaches, namely 
information gain ratio and chi-square metric. These features 
are employed as input to two distinct Bayesian classifiers. 
The authors introduced a real-time mobile application for 
Android devices based on the proposed framework and 
evaluated its effectiveness on a large SMS collection. Junaid 
et al. [15] studied the possibility of using evolutionary 
classifiers to filter SMS Spam. The authors compared five 
supervised learning algorithms with four evolutionary 

classifiers. Experimental evaluation on a real world dataset 
of SMS has shown that Michigan style classifier 
outperforms the others in terms of classification accuracy. 
Almeida et al. [16] compared the Spam detection accuracy 
of various supervised learning algorithms using a large 
dataset of SMS. The authors tested two different methods of 
tokenization and 14 classifiers including 8 variants of Naive 
Bayes, linear SVM, Minimum Description Length classifier, 
k-NN, decision tree learner C4.5, and PART (A rule 
learner). The experimental results have shown that SVM 
outperforms the other classifiers in terms of Spam detection. 
Cai et al. [17] proposed a new method to detect unwanted 
Short Messages using Winnow algorithm [18]. Experimental 
evaluation on a Chinese Spam dataset has shown the 
performance of their filter.  
 
 
3. The proposed SMS Spam filter 
 
The proposed filter works in two steps of training and 
testing. 
 First step (training process): In this step an improved 
version of SVDD called Support Vector Domain Description 
with a small sphere and parametric volume (SSPV-SVDD) 
[6] will be trained by a collection of SMS that contains two 
types of messages: Spam and Hams. The goal is to enclose 
each type of SMS with the smallest hypersphere where the 
boundary will be used later to detect new Spam. This step 
begins by applying preprocessing methods to the training 
dataset since SMS, raw text data, can’t be used directly as 
input to SVDD. The first method is N-grams, the latter 
transforms a message from text to a new format typically an 
n-dimensional vector of integers each one represents the 
frequency of the N-gram in the message. Since the number 
of N-grams is very large, a second preprocessing technique 
based on information gain (IG) metric is required. The aim is 
to reduce the set of N-grams by selecting the most relevant 
of them. At the end of the preprocessing the collection of 
SMS will become a set of numeric vectors that will be used 
as input to SSPV-SVDD to perform the training. The result 
of this step is two minimal hyperspheres the first encloses 
the set of Spam while the second surrounds the set of benign 
SMS. 
 Second step (testing process): In this step of novelty 
detection a new unknown short message 𝑋 will be presented 
to the filter to decide whether or not the message is a Spam. 
Firstly the suspect SMS will be transformed to a numeric 
vector 𝑉 by applying the same preprocessing used in the 
training. Then, basing on the two smallest hyperspheres 
found previously, the Euclidian distance from 𝑉 to the center 
of each hypersphere will be evaluated and compared to the 
radiuses. In principle 𝑋 will belong to the class represented 
by the smallest hypersphere in which 𝑉 exists.  
 In what follows a detailed description of the proposed 
filter is presented. 
 
3.1. SMS preprocessing using N-grams and IG  
N-grams is an overlapping sequences of 𝑁 characters in a 
text, although the term can include the notion of any co-
occurring set of characters. N-grams was introduced by 
Shannon [19] to analyze the information content of English 
text. N-grams has been widely used in many application 
areas including, text categorization, information retrieval, 
text compression, etc. To describe a text in terms of N-grams 
a fixed-size window of 𝑁 characters is moved over the text, 
sliding forward by a fixed number of characters (Generally 
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one character) at a time. At each position of the window the 
sequence of characters is registered. These sub-strings yield 
a map to a high-dimensional vector space, where each 
dimension is associated with the occurrence of one N-gram. 
Although N-grams provides generic and effective means to 
model data, the exponential growth of the resulting vector 
space will raise drastically the computational cost and the 
storage space required for further processing. To reduce 
efficiently the size of the vector space a criterion called 
Information Gain will be used. Generally the evaluation of 
IG is performed as follows: 
 Suppose we are given a set S of 𝑀 classes that contains 𝑠 
labeled training data points where each class 𝐼 comprises 𝑠! 
points. Expected information needed to classify a given 
sample is evaluated as follows: 
 

𝐼 𝑠!, 𝑠!,… , 𝑠! = −
𝑠!
𝑠
𝑙𝑜𝑔!

𝑠!
𝑠

!

!!!

                                           1  

 
 An attribute 𝐴 with values 𝐴!,𝐴!, . . ,𝐴!  can divide the 
set 𝑆  into 𝑣  subsets 𝑆!, 𝑆!, . . , 𝑆!  where 𝑆!  is the subset 
having the value 𝐴! for attribute 𝐴 and contains 𝑠!" points of 
class  𝑖 . The entropy of an attribute 𝐴  can be written as 
follows:  
 

𝐸 𝐴 =
𝑠!!+. .+𝑠!"

𝑠
×𝐼 𝑠!! , 𝑠!! ,… , 𝑠!"

!

!!!

                         (2) 

 
 Finally, the information gain of  𝐴  can be evaluated 
using the following equation: 

 
𝐺𝑎𝑖𝑛 𝐴 = 𝐼 𝑠!, 𝑠!,… , 𝑠! − 𝐸 𝐴                                            (3) 
 
 After evaluating and sorting all of the attributes of 𝑆 
according to the descending order of their gain. User can 
choose the first 𝐾 attributes as the most influencing. 𝐾 is 
supposed to be the best compromise between accuracy and 
processing speed. 
 
3.2. SMS Spam filtering using SSPV-SVDD 
Support Vector Domain Description (SVDD) is a supervised 
machine learning method developed	 first	by	Tax	and	Duin	
[21,	 22]. Inspired by the idea of Support Vector Machines 
(SVM) [8, 9], SVDD describes a given dataset with a 
minimal hypersphere that encloses all or most of target data. 
The hyper-spherical boundary will be used to detect novel 
data or outliers. SVDD classifier has many advantages 
including: It has a solid mathematical foundation based on 
the statistical learning theory. Also, it uses kernel functions 
that can map an irregularly shaped data points represented in 
the input space into a high dimensional feature space in 
which a hyper-spherical boundary around the data points can 
be found. The mapping is performed simply by replacing all 
inner products in the mathematical formulations of SVDD 
with a properly chosen kernel function. In addition, training a 
given dataset with SVDD implies solving a constrained 
quadratic problem (QP) with a single minimum which avoids 
the risk of becoming trapped by local minimums. Moreover 
the classification of a new sample requires checking a 
decision function basing only on a small subset of the 
training data known as support vectors (SVs) which 
accelerates the classification process. Furthermore training 
SVDD requires setting the values of a small set of parameters 
which facilitates the use of this classifier. The success of 

SVDD has been proved in a variety of novelty detection 
applications, such as network intrusion detection [10], Email 
Spam filtering [11], malware detection [12], etc . 
 Among different new extensions of SVDD, we have been 
particularly attracted by a new version this classifier called 
SSPV-SVDD [6] that has shown good generalization ability. 
The main difference between the standard SVDD and SSPV-
SVDD is that this last has introduced a new parameter on 
SVDD that offers the following advantages: i) It permits to 
customize the hyperspherical boundary between different 
classes ii) It represents a compromise between the presence 
of false positives and false negatives iii) It permits to 
distinguish between the set of samples existing on the hyper-
spherical boundaries. 
 As SVDD, SSPV-SVDD considers a dataset 𝑆 =
𝑥!, 𝑦! , 𝑥!, 𝑦! ,… , 𝑥!, 𝑦!  with 𝑖 = 1, . . ,𝑁 and  𝑥! ∈ ℝ! 

.The label 𝑦! equals +1 for the target objects, and −1 for the 
negative ones. The objective of SSPV-SVDD is to find the 
smallest hypersphere, with a center 𝑎  and a radius 𝑅  that 
includes the most of target samples and excludes the majority 
of negative ones following the value of a regularization 
parameter called  𝑝 . This problem can be formulated 
mathematically as follows: 
 
Minimize: 

 𝑅! + 𝐶 𝜀!

!

!!!

                                                                                    (4) 

Subject to: 
 
𝑥! − 𝑎 ! ≤ 𝑅! − 𝑝. 𝑦! + 𝜀!   ∀ 𝑖 = 1, . . ,𝑁  𝑤𝑖𝑡ℎ  𝑦! = +1 

 
𝑥! − 𝑎 ! ≥ 𝑅! − 𝑝. 𝑦! − 𝜀!   ∀𝑖 = 1, . . ,𝑁  𝑤𝑖𝑡ℎ  𝑦! = −1 

 
Where ǁ.ǁ is the Euclidean norm, 𝜀! are slack variables that 

measure the amount of violation of the constraints,  𝑝 is a 
strictly positive real number. 𝐶 is a positive parameter that 
allows the presence of errors. It gives the tradeoff between 
the volume of the minimal sphere and the respect of the 
inequality constraints.  
 It’s an optimization problem with constraints that may be 
solved through Lagrange multipliers. The primal problem of 
SSPV-SVDD can be expressed as follows: 

 

𝐿 𝑅, 𝜀, 𝑎 = 𝑅! + 𝐶 𝜀!

!

!!!

− 𝛼!𝑦! 𝑅! − 𝑥! − 𝑎 ! − 𝑝. 𝑦!

!

!!!

− 𝜀!𝜇!

!

!!!

                                                       (5) 

 
 𝜇!  and 𝛼!  are Lagrange multipliers. The annulation of the 
partial derivatives of 𝐿 with respect to 𝑅, 𝑎, 𝜀! gives: 
 
𝜕𝐿
𝜕𝑅

= 0 ⇒ 𝛼!𝑦!

!

!!!

= 1                                                                   (6) 

 
𝜕𝐿
𝜕𝑎

= 0 ⇒ 𝑎 = 𝛼!𝑥!𝑦!

!

!!!

                                                               (7) 

 
𝜕𝐿
𝜕𝜀!

= 0 ⇒ 𝛼! = 𝐶 − 𝜇!                                                                    (8) 

 Thus, the dual optimization problem can be written as:  
Maximize: 
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𝐿 𝛼 = − 𝛼!𝛼!𝑦!𝑦!𝑥!𝑥!

!

!!!

!

!!!

+ 𝛼! 𝑦!𝑥!𝑥! + 𝑝
!

!!!

              (9) 

 
 Subject to : 

 

0 ≤ 𝛼! ≤ 𝐶      𝑎𝑛𝑑    𝛼!𝑦!

!

!!!

= 1                                             (10) 

 
 The maximization of the eq (9) under the constraints 
described by eq (10) yields the smallest sphere with the 
center 𝑎 and the radius 𝑅 that encloses only the target objects. 
The center of that sphere can be evaluated through eq (7) and 
the radius 𝑅 can be expressed as follows: 
 
𝑅! = 𝑥! − 𝑎 ! + 𝑦!. 𝑝                                                                (11) 

 
 Where  𝑥! is a training point that belongs to the set of 
Support Vectors having 0 < 𝛼! < 𝐶. 
 To classify a new unknown sample  z  the Euclidian 
distance from the latter to the center 𝑎 must be evaluated and 
compared with 𝑅. If 𝑅 > 𝑧 − 𝑎  then we conclude that 𝑧 
belongs to the target class. In M-class problems each class 𝑙 
with 1 ≤ 𝑙 ≤ 𝑀 is represented by a minimal sphere with a 
center 𝑎! and a radius 𝑅!   found by applying SSPV-SVDD on 
the 𝑙!! class. In this case the decision function that gives the 
class of 𝑧 can be expressed as follows [20]: 

 

𝑎𝑟𝑔𝑚𝑎𝑥!!!!! 1 −
𝑧 − 𝑎! !

𝑅!!
   𝑤𝑖𝑡ℎ 𝑧 − 𝑎! ! <  𝑅!!      (12) 

 
 As inherited from SVDD, SSPV-SVDD can be directly 
and implicitly extended to kernel SSPV-SVDD by replacing 
inner products in the equations above with an appropriate 
kernel function. In this work, Gaussian kernel function was 
employed since it’s usually used in pattern recognition 
problems and it achieves good classification results. 
 
 
4. Experimental evaluation 

 
4.1.  Dataset description and experimental setting 
In order to test practically the accuracy of the proposed filter 
in terms of SMS Spam detection, we propose three 
experiments using a dataset of 5574 SMS written in English 
and tagged according being ham or Spam [4]. This 
collection was widely used as benchmark dataset in SMS 
Spam researches. Table 1 presents the basic statistics of this 
database and Figure 1 shows four samples of ham and Spam 
SMS taken from this dataset. In each experiment, generally 
one of the filter parameters, most influencing, will be varied 
while the others are kept constant in order to investigate its 
role. The parameters concerned are 𝑁 in N-grams method, 𝐾 
in Information gain metric and 𝑝 in SSPV-SVDD classifier. 
The values of the Gaussian width 𝜎  are chosen in the 

interval {0, 0.5, . . , 5} and the regularization parameter 𝐶  is 
fixed at 100. To perform the experiments the whole dataset 
of SMS will be Split randomly into two disjoints subsets: 
The first contains 80% of Spam and 80% of Hams SMS and 
the second contains 20% of Spam and 20% of Hams SMS. 
As explained before the proposed filter works in two steps 
the training will be performed with the first subset and the 
testing will be performed with the second. 

 
Table 1. Basic statistic of the SMS spam dataset 

Type of the SMS Number of messages Percentage 

 
Hams 

 
4827 

 
86.6 % 

Spams 747 13.4 % 
Total 5574 100% 

 

 
Fig 1. Samples taken from the SMS Spam dataset 
 
 
4.2. Numerical results 
ü Effectiveness of the parameter p in SSPV-SVDD on 

SMS Spam filtering 
 
 The objective of this experiment is to compare the SMS 
classification accuracy (SCA) of standard SVDD with 
SSPV-SVDD using different values of 𝑝. To perform this 
comparison N-grams method was applied with a fixed value 
of 𝑁 = 4. Then the most significant N-grams was selected 
using IG metric with  𝐾 = 500. Next standard SVDD and 
SSPV-SVDD with 𝑝 = 10!!, 10!! was trained by the 
training subset and tested by the testing subset. Figure 2 
shows the variation of SCA with different values of σ. The 
figure can be divided into two parts: In the training process, 
generally SCA increases with the growth of σ and in the 
majority of cases SSPV-SVDD outperforms the standard 
SVDD. This latter gives the lowest result in terms of SCA 
with a maximum of 92.75%. By applying SSPV-SVDD with 
𝑝 = 10!! the SCA increases and reaches a maximum of 
94.39%. By increasing the value of 𝑝  to 10!!  the SCA 
increases too and achieves a maximum of 95.13%. In the 
testing process, the same previous remarks can be made 
concerning the variation of the SCA and the superiority of 
SSPV-SVDD over standard SVDD. Also, the latter gives the 
lowest SCA with a maximum of 88.41%. By applying 
SSPV-SVDD with 𝑝 = 10!! the SCA grows and reaches a 
maximum of 89.23%. By increasing the value of 𝑝 to 10!! 
the SCA increases too and achieves a maximum of 89.32%. 
In conclusion, the experimental results have justified the 
reason behind choosing SSPV-SVDD as classifier in the 
proposed filter instead of standard SVDD. 

	

spam	 100	dating	service	cal;	l	09064012103	box334sk38ch	
spam	 You	have	won	?1,000	cash	or	a	?2,000	prize!	To	claim,	
call09050000327	
ham	 I'll	be	late...	
ham	 Waiting	for	your	call.	
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Fig 2: SMS classification accuracy of training and testing datasets using Standard SVDD and SSPV-SVDD with  N = 4 and K = 500 
 
 

ü Effectiveness of the parameter N in N-Gram on SMS 
Spam filtering 

	
 The goal of this experiment is to investigate the role of 
the parameter 𝑁 in N-grams on SMS classification accuracy. 
To perform this test, N-grams method was applied with 
𝑁 = 2,4  and 6  then the most significant N-grams was 
selected using IG measurement with  𝐾 = 500 , next the 
classifier SSPV-SVDD with 𝑝 = 10!! (The best value of 𝑝 
found in the previous experiment) was trained by the 
training subset and tested by the testing subset. Figure 3 
shows the variation of SCA with different values of 𝜎 and 𝑁. 
Also the figure can be divided into two parts: The training 
process, when the parameter 𝑁  is equal to 2 or 4 , SCA 
increases with the growth of σ and gives good performance. 
In the other hand, when 𝑁  reaches the value 6 the SCA 
decreases drastically and yields inconsistent and very poor 
results. Numerically, with 𝑁 = 2  the SCA reaches to a 
maximum of 88.81%. By rising the value of 𝑁  to 4  the 
proposed filter becomes more accurate and its SCA grows to 

95.13%. By increasing again the value of 𝑁 to 6 the SCA 
gives,	unexpectedly, very poor and inconsistent results with 
a maximum of 20.36%. In testing process, the same global 
observation about the variation of SCA can be made for the 
three values of 𝑁. Numerically, with 𝑁 = 2  SCA gives a 
maximum of 68.22%. By increasing the value of 𝑁 to 4 the 
SCA yields significant improvement and reaches a 
maximum of 89.32%. By increasing again the value of 𝑁 to 
6 the SCA gives,	 unexpectedly, very poor and unstable 
results with a maximum of 17.68%. The decrease of the 
performance observed when 𝑁 = 6 can be explained by the 
fact that N-grams with a large-size window can lose an 
important number of significant words. Because SMS are 
short and their text is generally expressed with idioms and 
abbreviations. The main conclusion that can be drawn from 
the results of this experiment is that the parameter 𝑁 in N-
grams plays a crucial role in the proposed filter and must be 
chosen properly according to the problem under 
investigation. 

	

	
Fig. 3. SMS classification accuracy of training and testing datasets using SSPV-SVDD with 𝑁 = 2,4,6, 𝐾 = 500 and 𝑝 = 10!! 
 

	
ü Effectiveness of the parameter 𝐾 in IG metric on SMS 

Spam filtering 
 

The aim of this experiment is to study the role of the 
parameter 𝐾 that represents the size of the most significant 
N-grams evaluated with IG on SCA. To perform this test N-
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grams method was applied first with a fixed value of  𝑁 = 4 
(The best value found in the second experiment). Then, the 
most significant N-grams was selected using IG metric with 
different values of  𝐾 namely 100, 300 and 500. Next, the 
classifier SSPV-SVDD with 𝑝 = 10!! (The best value in the 
first experiment) was trained by the training subset and 
tested by the testing subset. Figure 4 describes the variation 
of the SCA with different values of σ and 𝐾. Again, the 
figure can be divided into two parts: The training process: 
Generally when the parameter 𝐾  is equal to 100  the 
proposed filter gives very poor performance in terms of SCA 
whatever the value of σ. By contrary when 𝐾 takes the value 
300 or 500 the proposed filter gives good SCA. 
Numerically, with 𝐾 = 100 SCA reaches to a maximum of 
35.63%. By rising the value of 𝐾 to 300 the proposed filter 
becomes more accurate and its SCA grows to 94.30%. By 
increasing again the value of 𝐾 to 500 SCA increases too 

and reaches 95.13%. In the testing process, the same global 
observation about the variation of SCA with 𝐾 can be made. 
Numerically, with 𝐾 = 100   SCA gives a maximum of 
36.17%. By increasing the value of 𝐾 to 300 SCA yields 
significant improvement and reaches a maximum of 89.21%. 
By increasing again the value of 𝑁  to 500 SCA gives a 
maximum of 89.32%. The good performance observed in the 
last two tests can be explained by the fact that when 𝐾 (The 
size of the most significant N-grams) increases the 
representation of the SMS dataset becomes more detailed 
and by consequence SSPV-SVDD can describe accurately 
the SMSs. The main conclusion that can be extracted from 
this experiment is that the parameter 𝐾 in IG metric plays an 
important role in the proposed filter and must be chosen as 
large as possible (Taking into consideration the space and 
time complexities required by SSPV-SVDD classifier).  

	
Fig. 4. SMS classification accuracy of the training and testing datasets using SSPV-SVDD with N = 4, K = 100, 300, 500 and p = 10!! 
 

	
5. Conclusion 
 
In this paper we presented a new SMS Spam filter based on 
three components: N-grams method for features extraction, 
information gain metric for significant features selection and 
an improved version of standard SVDD named SSPV-
SVDD for SMS classification. In order to investigate the 
accuracy of the proposed filter in terms of real SMS Spam 
detection, three experiments were performed on a large 
dataset of SMS containing 5574 short messages. The first 
experiment is interested in comparing the classification 
performance of standard SVDD and SSPV-SVDD with 
different values of the regularization parameter 𝑝 . 
Experimental results have shown that SSPV-SVDD 
outperforms the standard SVDD in terms of SMS 
classification accuracy especially with a good choice of the 
value of 𝑝 . The objective of the second experiment is to 
study the effect of the size of the window represented by 𝑁 
in N-gram method on the filter accuracy. Experimental 

results have shown that the parameter 𝑁 plays an important 
role and must be chosen properly. The third experiment has 
as objective to test the effect of the parameter 𝐾  that 
represents the number of the most relevant N-grams selected 
with IG metric on SCA. Experimental results have proved 
that as the parameter 𝐾 grows the classification accuracy of 
the proposed filter increases and becomes more stable.  

Empirically, the optimal values of the filter parameters: 𝑝, 
𝑁 and 𝐾  are respectively 0.00001, 4 and 500. With those 
values the proposed filter shows promising SCA rate that 
reaches 95.13% in the training process and 89.32% in the 
testing. 
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