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Abstract 
 
The rise of automated Accounting Information Systems (AIS) in enterprises caused the growing size of accounting-
relevant data. Thus, the data analysis for accounting purpose is heavily increasing in complexity. Although, the basic 
data analysis can be performed using a range of tools, including spreadsheets, database query and reporting systems, the 
use of specific tools devoted to this purpose is preferable. Accountants need to know basic statistics and information 
technology in order to explain the accounting events and forecast the future financial situation of their businesses. Data 
mining is an interdisciplinary science which stands between statistics and information technology and has already been 
used in AIS. Although free and open source software such as R and Weka, ideal for the implementation of data mining 
techniques are used for academic reasons, the accounting firms are unwilling to use them for professional reasons. 
This study provides an analysis of accounting data using the most popular data mining methods: clustering, classification 
and association rule mining. The algorithms SimpleKmeans, OneR, and Apriori respectively were used for the 
aforementioned methods. The data pre-processing and visualization are also used in the study. A case study of an 
existing business is used for the implementation of the aforementioned data mining techniques with the use of the open 
source software package WEKA. The five variables which are used for data analysis, Day, Document, Customer, Value 
and Category may support the decision making process regarding the customers and their transactions. 
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1. Introduction  
 
The paradigm of accounting data has tremendous impacts on 
both IT departments and accounting [1]. Financial 
statements are produced in automated Accounting 
Information Systems (AIS) [2] and the accountant is faced 
with risen complexity and risks due to an increasing 
processing of ever-growing data [3]. 
 The basic data analysis can be performed using a range 
of tools, including spreadsheets and database query and 
reporting systems [4]. There are certainly risks from using 
spreadsheets, apparent to any accountant because of the 
difficulty of ensuring data integrity. General purpose 
analysis tools also have their own limitations [5]. It is clear 
that the analytics process must be managed in order to be 
relied upon by accounting, which is why accounting-specific 
analysis software should include capabilities such as: (i) 
Maintaining security and control over data, applications, and 
findings (ii) logging all activities (iii) analysis techniques 
designed to support accounting objectives and (iv) 
automated creation and execution of tests [6]. 
 The objective is to make the use of data analytics a 
sustainable, efficient, and repeatable process [7]. As with 
most uses of software technology, it is not a magic bullet. It 
requires attention to people and process issues, from 
management’s commitment and support through training 
and the assignment of roles [8]. 
 While the free and open source software such as R and 

Weka are used widely for educational purposes, the 
accounting firms are hesitant to use them because they are 
not validated [9]. They also think that free and open source 
software is less user friendly than proprietary software. In 
the same study, they support that other, more specialized 
functions can be contracted to other experts. On the other 
hand, accountants need to know basic statistics and 
information technology in order to explain the accounting 
events and forecast the future financial situation of their 
businesses.  
 There are many issues related to Accounting Information 
Systems and Decision Support Systems [10] [11]. Data 
mining techniques have already been applied for accounting 
information systems [12]. There are several data mining 
(DM) techniques but the most popular are clustering, 
categorization and finding association rule [13]. There 
various definitions for data mining. Data mining is the 
process of finding patterns and get useful information from 
the data [14]. Data mining is a multidisciplinary 
methodology for extracting knowledge from data [15]. Data 
mining is an iterative process of creating predictive and 
descriptive models, by uncovering previously unknown 
trends and patterns in vast amounts of data [16]. 
 Data mining techniques are used in forensic accounting 
to detect fraud in large data volumes and complexities of 
financial data [17]. The authors propose a framework for 
accounting fraud detection based on data mining techniques.  
Wang presents automated accounting fraud detection by 
categorizing, comparing, and summarizing a data set of 
published technical and review articles in accounting fraud 
detection [18]. Data mining techniques facilitate the auditors 
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to perform fraud detection [19]. Data mining techniques in 
accounting are also explored in a framework for these types 
of applications [20]. The area of accounting that benefited 
the most from data mining is assurance and compliance. The 
two well-known accounting reporting perspectives, 
retrospection and prospection, are combined with the three 
well-accepted goals of data mining: description, prediction, 
and prescription. 
 This study presents the implementation of classification 
clustering and association rule mining in the accounting data 
of an existing business, with the use of the WEKA software 
package. The outcomes may support the decision making 
process regarding the customers and their transactions.  
 
 
2. Material and method 
 
The material is the dataset and the method is the DM 
techniques used. 
 
2.1 Dataset  
The dataset was collected from a company located in 
Alexandroupolis. The data were collected during 2017 and 
involve 1021 financial transactions (instances). The data are 
originally in .csv (comma separated values) form. Each 
record is described by 5 variables. The five variables which 
are used are Day, Document, Customer, Value and 
Category. Table 1 presents each variable in detail.  
 
Table 1. The variables used in our analysis 
Variable Name Description Type 

Day The day which took place the invoicing 
process Nominal 

Document The commercial invoice Nominal 
Customer The name of the customer Nominal 
Value The value of products before taxis Numeric 

Category If the customer is a company or not 
(A for companies, B for persons) Nominal 

 
2.2 Tool  
The WEKA computer package is used in order to apply the 
data mining techniques to the dataset. Weka is not just a 
simple software package but an integrated environment full 
of old and new machine learning algorithms, data 
preprocessing and visualization tools.  
 Apart of its embedded algorithms, the user can plug in 
his/her own data mining algorithms. Some common 
functions of Weka are the preparation of the input data, the 
statistical evaluation of learning schemes and the 
visualization both to the input data and the result of learning 
by focusing in specific changes. WEKA is developed and 
maintained by the University of Waikato in New Zealand 
[21]. It can run on all the well known operating systems such 
as Linux, Windows, and Macintosh without limitations. The 
basic Graphical User Interface (GUI) of WEKA is depicted 
in Fig. 1 [21]. 
 
2.3 Method  
Classification is the method where given data are assigned to 
predefined classes [22]. Classes are also called categories or 
labels or targets. Thus, the main goal is to predict the class 
for a given unlabeled item. The classification algorithms are 
used in data mining tasks because it is necessary in many 
cases the data to be assigned to a finite set of predefined 
classes [23]. The most popular techniques for classification 
problems are: classification trees, logistic regression, 
discriminant analysis, neural networks, boosted trees, 

random forests, deep learning methods, nearest neighbors, 
support vector machines. In machine learning, the 
techniques which are used are: Naive Bayes Classifier, 
Logistic Regression, Nearest Neighbor, Decision Trees, 
Boosted Trees, Support Vector Machines, Neural Networks 
and Random Forest. All the aforementioned techniques are 
also implemented in WEKA with various algortithms. The 
OneR algorithm uses the minimum-error attribute for 
prediction, by discretizing numeric attributes. The attribute/s 
which best describe(s) the classification will be discovered 
[24]. 
 

 
Fig. 1. WEKA environment 
 

 Clustering is one exploratory data analysis method used 
for the perceiption of the data. It is the task of identifying 
clusters in the data such that data in the same cluster are very 
similar while data in different clusters are very different 
[25]. Which similarity measures will be used is dependent 
on the application. Another goal of clustering is to reduce 
the amount of data by grouping similar data together. This is 
similar to the way people organize data in order to 
categorize them into groups. Unlike classification, clustering 
is an unsupervised learning method because we cannot 
compare the output of the clustering algorithm to the 
predefined classes and evaluate its performance [26]. We 
just explore the structure of the data by grouping the data 
points into different groups. There are two basic types of 
clustering: hierarchical and partitional. Hierarchical 
clustering is either the gradual split of larger clusters into 
smaller or the merge of smaller clusters into larger ones. 
Partitional clustering decomposes the dataset into a set of 
disjoint clusters. The SimpleKmeans algorithm which is a 
variation of K-means and belongs to the latter type of 
clustering [27]. 

 Relationship mining is a technique which discovers 
relationships between variables, in a dataset with a large 
number of variables [28]. Although there are four types of 
relationship mining (association rule mining, correlation 
mining, sequential pattern mining and causal data mining), 
association rule mining is the most well known and studied 
data mining task [29]. Association rule mining is a method 
which observes frequently occurring patterns, correlations, 
or associations from datasets found in various databases and 
other forms of repositories [30]. Association rule mining 
include If.. Then..  statements which help discover 
relationships in data. The part if is called antecedent and the 
part Then is called consequent.  The antecedent is an item 
found within the dataset while the consequent is an item 
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found in combination with the antecedent. The association 
rules are discovered by searching data for frequent if-then 
patterns and using specific metrics to identify the most 
important relationships [30]. Although there are several 
metrics, the strength of the rules is usually measured by the 
values of support and confidence. Support indicates how 
frequently the if/then relationship appears in the database. It 
is the percentage of transactions in the database that contains 
both the antecedent X and the consequent Y in all 
transactions in the database. Confidence indicates the 
number of times these relationships have been found to be 
true  It is the percentage of transactions with antecedent X in 
the database that also contain the consequent Y. Sometimes, 
another metric called lift can be used to compare confidence 
with expected confidence. Nevertheless, it is not used in this 
approach. The most popular algorithms for generating 
association rules are Apriori, AIS, Eclat, SETM, and FP-
Growth. Apriori algorithm is the most popular and effective 
algorithm for finding association rules over the discretized 
accounting data table [31]. It uses uses a breadth-first search 
strategy to counting the support of item sets and uses a 
candidate generation function, which exploits the downward 
closure property of support. Iteratively reduces the minimum 
support until it finds the required number of rules with the 
given minimum confidence. 

There are different ways for categorization of association 
rule mining. All include the subjectiveness because the 
findings of the rules are compared with users' previous 
knowledge. One categorization is to Expected and 
previously known, Unexpected and Unknown rules [32]. 
Another categorization is based on the Unexpectedness and 
Actionability of rules [33] [34]. A rule is expected and 
previously known if it just confirms user beliefs. Alhough 
these rules are already known, they verify and validate the 
user expectations. A rule is categorized as unexpected if the 
rule contradicts to user beliefs.  An unknown rule does not 
belong to any category and should be categorized only by 
domain specific experts. Unexpected are the rules which are 
revealed to be either unknown or to contradict the user’s 
knowledge. A rule offers actionability to the user if s/he can 
react according to the findings of the rule. 
 
 
3. Results  
 
As it is depicted in figure 1, the dataset contains 1021 
instances. There are no missing values for the attributes Day, 
Document, Customer, Value and Category.  
 
3.1 Pre-processing  
The first step is to preprocess the data. The filter 
NumericalToNominal was applied to the numeric variable 
Value in order to convert the numeric data value to nominal. 
Since the other variables are nominal, they will not be 
converted. As fig. 2 depicts, the filter Discretize is selected. 
 

 
Fig. 2. Filter Discretize 
 
 Since we define the attribute we want to include in the 
pre-process (4 à Value), we activate the filter by pressing 
the Apply button (figures 3 and 4).  
 

 
Fig. 3. Discretization Options  

 

 
Fig. 4. Discretization results  
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By visualizing all, it is possible to display the graphical 
representations of each attribute in relation to any other 
attribute as portrayed below. 
 

 
Fig. 5. Visualizing results  
 
 It is worth mentioning that the attribute customer cannot 
be visualized because there are many different values that 
cannot be grouped. Nevertheless, in the dataset it is possible 
to display the graphical representations of each attribute in 
relation to any other attribute as portrayed in fig. 6. 
 

 
Fig 6. The attribute day in relation to Category (class) 

 
3.2 Classification  
The algorithm OneR is applied in the classification step. The 
attribute Category is used as class for classification. The 
overall results are presented in figure 7. The 1013 out of 
1021 instances are correct with precision 99.2165%. The 
confusion matrix is portrayed in table 2. 
 
3.3 Clustering  
Kmeans algorithm is an iterative algorithm that divides a 
dataset into K pre-defined distinct non-overlapping 
subgroups named clusters. Each data point can belong to one 
group only. The data points are grouped to a cluster such 
that the sum of the squared distance between the data points 
and the cluster’s centroid is at the minimum. The data points 
which belong to the same cluster have the less variation. 
Some implementations of K-means only allow numerical 
values for attributes [26]. Weka has an implementation of K-
means which is called SimpleKmeans. SimpleKMeans 
algorithm can handle both categorical and numerical 

attributes. Furthermore, the numerical attributes are 
automatically normalized in distance computations. Thus, 
the use of filters is not prerequisite in the preprocessing tasks 
for clustering in WEKA. The default Euclidean distance is 
replaced by the Manhattan distance, so that the centroids 
will be computed as the component-wise median rather than 
mean [25]. The number of clusters is proposed to be 3. After 
clustering with SimpleKMeans, the clustered instances are 
partitioned in the three clusters as 490 (48%), 235 (23%), 
296 (29%), items and percentages respectively. 

 

 
Fig 7. Classification results with Algorithm OneR 
 
Table 2. The confusion matrix 

a b <--classified as 
890 2 a = A 

6 123 b = B 
 

 
Fig. 8. Clustering Options 
 

There are differences among the three clusters. We 
remark that for the attributes in the first cluster (0), the day is 
"Thursday", the Document is "TDA", the Value less than 
22€, the Customer is "RETAIL CUSTOMERS". For the 
attributes in the second cluster (1), the day is "Saturday", the 
Document is "ALP", the Value greater than 80€ and the 
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Customer is "RETAIL CUSTOMERS". Finally, for the 
attributes in the third cluster (2), the day is "Friday", the 
Document is "TDA", the Value between 22€ and 80€ and 
the Customer "MIXIOYRHS ATHANASIOS K SIA OE". 
All the clusters concede in Category "A". 

 

 
Fig. 9. Clustering with SimpleKMeans 

 
The clusters of the data allow us to better assess the 

information contained in the dataset. Visualization of the 
results using the attributes day and value is portrayed in fig. 
10. The grey points indicate low values whereas points in 
black show high values.  
 

 
Fig. 10. Visualization of clusters based on day and value 

 
 Visualization of the results using the attributes category 
and value is also portrayed in fig. 11. The black points 
indicate category A while grey points indicate category B.  
 

 
Fig. 11. Visualization of clusters based on day and category 

 
3.4 Association rule mining 
The Apriori algorithm [30] was used for finding association 
rules for our dataset. The WEKA produced a list of 15 rules 

(Table 3) with the support of the antecedent and the 
consequent (total number of items) at 0.1 minimum, and the 
confidence of the rule at 0.9 minimum (percentage of items 
in a 0 to 1 scale). Table 3 presents a great number of 
association rules. They are ranked in descending order of the 
metric confidence. There are some uninteresting rules 
regarding the aim of the research, like rules 2, 6 and 11 
which confirm existing "beliefs". For example, if the 
document is ALP then the Customer is RETAIL 
CUSTOMERS. There are some similar rules, rules with the 
same element (Customer=RETAIL CUSTOMERS) to 
appear in antecedent and consequent, such as rules 12 and 
13. Another couple of similar rules is rules 9 and 10. The 
same element (Customer=RETAIL CUSTOMERS) is 
appeared in antecedent and consequent. There are rules 
which are subsets of other rules like rule 5 and 4, and 2 and 
3, i.e. 4 includes 5 and 2 includes 3. The rules 7 and 15 
reveal interesting information [30]. The rules 8 and 14 are 
symmetrical because the antecedent and the consequent 
elements are interchanged. 
 
Table 3. The 15 best rules found with Apriori algorithm 
Best rules found: 
1. Document=TDA Value='(-inf-21.995]' 245 ==> Category=A     245    
conf:(1) 
2. Document=ALP 180 ==> Customer=RETAIL CUSTOMERS 180    
conf:(1) 
3. Document=ALP Category=A     178 ==> Customer=RETAIL 
CUSTOMERS 178    conf:(1) 
4. Document=ALP Value='(79.95-inf)' 172 ==> Customer=RETAIL 
CUSTOMERS 172    conf:(1) 
5. Document=ALP Value='(79.95-inf)' Category=A     171 ==> 
Customer=RETAIL CUSTOMERS 171    conf:(1) 
6. Document=TDA 645 ==> Category=A     643    conf:(1) 
7. Document=TDA Value='(21.995-79.95]' 273 ==> Category=A     272    
conf:(1) 
8. Document=ALP Value='(79.95-inf)' 172 ==> Category=A     172    
conf:(1) 
14. Category=A     172 ==> Document=ALP Value='(79.95-inf)' 172    
conf:(1) 
9. Document=ALP Customer=RETAIL CUSTOMERS Value='(79.95-
inf)' 172 ==> Category=A     171    conf:(0.99) 
10. Document=ALP Value='(79.95-inf)' 172 ==> Customer=RETAIL 
CUSTOMERS Category=A     171    conf:(0.99) 
11. Document=ALP 180 ==> Category=A     178    conf:(0.99) 
12. Document=ALP Customer=RETAIL CUSTOMERS 180 ==> 
Category=A     178    conf:(0.99) 
13. Document=ALP 180 ==> Customer=RETAIL CUSTOMERS 
Category=A     178    conf:(0.99) 
15. Value='(21.995-79.95]' Category=A     280 ==> Document=TDA 
272    conf:(0.97) 
 
 
4. Discussion and conclusions 
 
This study provided an overview of issues related to data 
analysis of accounting data using the most popular data 
mining techniques such as clustering, classification and 
association rule mining. A case study of an existing business 
was used for the implementation of the aforementioned data 
mining techniques with the use of the open source software 
package WEKA.  
 In the classification step, the algorithm OneR was 
applied with the use of the attribute Category as class for 
classification. The attribute Document proved to be 
dependent on the Category. In the clustering step, three 
clusters of data were revealed with their specific 
characteristics. It is worth mentioning that customers with 
valued greater than 80€ were observed on Saturday and the 
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Document was "ALP". In association rule mining, there 
were revealed 15 rules. Rules 7 and 15 show interesting 
information. If the Document is "TDA" and the Value is 
between 22€ and 80€ the Category is "A". 
 The overall outcome may support the decision making 
process regarding the customers and their transactions. The 
findings confirm previous knowledge though offer a lot of 
actionability for a middle size company. The same 
techniques could be also applied to other companies of this 
size. Nevertheless, it is hardly possible to conduct a study 
that does not contain weaknesses or an element of bias. 
Therefore, there are some limitations in this study as well. 

More specifically, the sample size is relatively small (1021 
transactions) and may not be adequate to generalize the 
results. This research, despite its limitations, can contribute, 
to the existing knowledge. Moreover, it is important to 
repeat this study to other companies in the future. 
 
 
This is an Open Access article distributed under the terms of the 
Creative Commons Attribution License 
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